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Abstract

A modified artificial bee colony algorithm to solve constrained numerical optimization problems is presented in this paper. Four modifications related with the selection mechanism, the scout bee operator, and the equality and boundary constraints are made to the algorithm with the aim to modify its behavior in a constrained search space. Six performance measures found in the specialized literature are employed to analyze different capabilities in the proposed algorithm such as the ability and cost to generate feasible solutions, the capacity and cost to locate the feasible global optimum solution and the competency to improve feasible solutions. Three experiments, including a comparison with state-of-the-art algorithms, are considered in the test design where twenty four well-known benchmark problems with different features are utilized. The overall results show that the proposed algorithm differs in its behavior with respect to the original artificial bee colony algorithm but its performance is improved, mostly in problems with small feasible regions due to the presence of equality constraints.
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1. Introduction

Swarm Intelligence algorithms (SIAs) [1], besides evolutionary algorithms (EAs) [2] have become a popular option to solve optimization problems.
Among those problems, the one tackled in this paper is the constrained nonlinear optimization problem (CNOP), which, without loss of generality, can be defined as to:

Find $x$ which minimizes

$$f(x)$$ (1)

subject to

$$g_i(x) \leq 0, \ i = 1, \ldots, m$$ (2)

$$h_j(x) = 0, \ j = 1, \ldots, p$$ (3)

where $x \in \mathbb{R}^n$ is the vector of solutions $x = [x_1, x_2, \ldots, x_n]^T$ and each $x_i, \ i = 1, \ldots, n$ is bounded by lower and upper limits $L_i \leq x_i \leq U_i$ which define the search space $S$. $\mathcal{F}$ comprises the set of all solutions which satisfy the constraints of the problems and it is called the feasible region; $m$ is the number of inequality constraints and $p$ is the number of equality constraints. Both, the objective function and the constraints can be linear or nonlinear. To handle equality constraints they are transformed into inequalities constraints as follows: $|h_j(x)| - \epsilon \leq 0$, where $\epsilon$ is the tolerance allowed (a very small value).

In a similar way to EAs, SIAs in their original versions lack a mechanism to deal with the constraints (Equations 2 and 3) in a CNOP [3]. Therefore, there are different mechanisms which can be added to those algorithms in order to bias the search to the feasible region $\mathcal{F}$ of the search space $S$.

Most of those adapted versions to solve CNOPs are based on EAs [4, 5]. Regarding SIAs, most of the work has been focused in particle swarm optimization (PSO) [6, 7, 8, 9, 10]. In this way, the usage and analysis of other SIAs to solve CNOPs are still scarce and this is the case of those based on honey bee behaviors.

Several approaches based on those insects have been designed to deal with combinatorial optimization problems [11, 12, 13]. However, there are some proposals focused on unconstrained continuous search spaces.

The most popular behaviors taken as sources of inspiration for bee-based algorithms to deal with numerical optimization problems are the foraging behavior (the most popular) and the mating behavior.

Among those algorithms based on the foraging behavior, the Bees Algorithm (BA) [14] considers bees located in random solutions. The search
is biased by fitness into the “the elite sites” i.e. the best set of solutions in the population. In this way, more bees exploit those promising regions. The remaining sites are visited with a lower frequency. To promote diversity, scout bees perform a random-search-like process. The use of a shrinking mechanism for the sites (called patches) was added to BA in [15] and that new version was called Improved Bees Algorithm (IBA).

The Virtual Bee Algorithm (VBA) proposed in [16] considers a communication process based on waggle dances based on fitness from bees located in food sources to other bees located in the neighborhood.

One of the most popular algorithms based on the foraging behavior is the Artificial Bee Colony (ABC) [17] which was proposed to deal with unconstrained nonlinear optimization problems. ABC’s selection criterion was changed as to tackle CNOPs in [18]. Moreover, some possible mechanisms to further improve ABC to solve CNOPs were initially sketched in [19]. Those preliminary ideas are the base of this work.

ABC [20] has been also updated to improve its performance in unconstrained search spaces as in the Interactive Artificial Bee Colony (IABC) [21], where a modification inspired in the Newtonian law of universal gravitation aimed to improve the exploration ability of the ABC.

Regarding the mating behavior, the Honey Bee Mating Optimization (HBMO) algorithm [22] utilizes a set of queen bees i.e., the best solutions in the population, which are recombined with randomly generated solutions i.e., drones, by using a fitness-based probabilistic function which considers the velocity and energy of that queen bee during its mating flight. From this recombination process, a set of broods is obtained, and they are improved by worker bees (different heuristic operators). The HBMO algorithm has been sparingly employed to solve CNOPs [22]. However, results are reported in just one test problem with only two variables ($n = 2$) by using a penalty function. HBMO required more than one million evaluations to reach competitive results in this single problem.

As noted in the review of the specialized literature previously detailed, the design of bee-based algorithms to solve CNOPs is scarce. Furthermore, to the best of the authors’ knowledge, there are not empirical studies on the behavior of those algorithms when solving CNOPs (just final results are usually reported). Motivated for those reasons, this paper presents a modified ABC algorithm to improve its capabilities to solve CNOPs. Furthermore, an in-depth analysis of this proposed algorithm with respect to the original ABC for constrained optimization [18] is presented. The comparison considers
performance measures proposed to analyze the behavior of meta-heuristic algorithms in constrained numerical search spaces. The aim is to distinguish the way both algorithms solve this type of problems. Finally, a comparison of the final results obtained by the modified ABC is compared against state-of-the-art approaches.

The paper is organized as follows: Section 2 describes the original ABC algorithm, while Section 3 details each modification made to the original ABC to deal with CNOPs and a pseudocode of this version is included as well. After that, in Section 4 the experimental design and the performance measures employed are presented and the obtained results are shown and discussed. Finally, some conclusions are drawn in Section 5, where the future work is also included.

2. Artificial Bee Colony

ABC is based in two natural processes: The recruitment of bees into a food source and the abandonment of a source [20].

An important difference between ABC and other swarm intelligence algorithms is that in the ABC, the solutions of the problem are represented by the food sources, not by the bees. In contrast, bees act as variation operators able to discover (generate) new food sources based on the existing ones. Three types of bees are considered in the ABC: employed, onlooker and scout bees. The number of employed bees is equal to the number of food sources and each employed bee is assigned to one of the sources. Upon reaching the source, the bee will calculate a new solution (fly to another nearby food source) from it and retain the best solution (in a greedy selection). The number of onlooker bees is also the same that the employed bees and they are allocated to a food source based on their profitability. Like the employed bees, they calculate a new solution from its food source. When a source does not improve after a certain number of iterations, it is abandoned and replaced by those found by a scout bee, which involves calculating a new solution at random. A graphical representation of the model can be found in Figure 1.

Three user-defined parameters are required by the ABC: the number of solutions (food sources) $SN$, the total number of cycles (iterations) of the algorithm $MCN$, and the number of cycles that a non improved solution will be kept before being replaced by a new solution generated by the scout
bee mechanism \textit{limit}. ABC uses real-encoding for the solutions of the optimization problem. The selection mechanism used in ABC occurs when the employed bees share the information of their food sources in the hive by waggle dances, emulated as a fitness proportional selection, very similar to a roulette wheel technique used in EAs [23]. The replacement process in ABC takes place in two phases: (1) in the greedy selection between the current food source and the new one generated by either an employed or an onlooker bee and (2) when an employed bee leaves a food source which could not be improved within \textit{limit} cycles and a scout bee generates a new one by using a random process. The variation operator used by both, employed and onlooker bees, aims to generate a new candidate solution $v_{i,j}$ by using the formula given in 4:

$$v_{i,j}^g = x_{i,j}^g + \phi_j \cdot (x_{i,j}^g - x_{k,j}^g) \quad (4)$$

where $x_i^g$ represents the solution in which the bee is located at that moment in cycle $g$, $x_k^g$ is a randomly chosen food source (and different from $x_i^g$), $i \in \{1, 2, \ldots, SN\}$, $j \in \{1, 2, \ldots, n\}$ and $\phi_j$ is a random real number within $[-1, 1]$ generated at random for every $j \in \{1, 2, \ldots, n\}$.

The detailed pseudocode of the ABC algorithm is presented in Figure 2. The process begins with the initial set of solutions generated at random and their evaluations (steps 1 – 3 in Figure 2). After that, a cycle that repeats $MCN$ times starts. Within each cycle there are two inner loops. The first one considers the generation of new solutions by the employed bees by using their assigned food sources (steps 6 – 14 in Figure 2). After that, the second nested loop includes the selection of those better food sources by the onlooker bees and the generation of new solutions (steps 15 – 22 in Figure 2). Finally, the scout bees replace those abandoned solutions by generating new ones (step 23 in Figure 2).

The ABC described above has been tested in different types of unconstrained optimization problems [24, 15] and there is an adaptation to solve CNOPs in [18]. The approach kept the same structure ABC has. However, the greedy selection mechanism was modified and three rules based on feasibility, proposed by Deb [25] to be used in an EA, were added to ABC. Furthermore, a recombination mechanism between the original food source and that generated by the bee in the ABC was included. This operator worked as indicated in Equation 5 where a new parameter $0 \leq MR \leq 1$ was considered.
Finally, the scout bee was activated at certain periods of time, regardless the presence of abandoned food sources because the aim was to avoid premature convergence.

3. Modified ABC

As it was pointed out in the last part of Section 2, the modification proposed for the ABC in [18] to consider a constrained search space was focused in the greedy selection between pairs of food sources. On the other hand, in [19] a new way of working for the scout bee was proposed. By considering those previous ideas, a modified ABC (M-ABC) is detailed in this section. The four mechanisms added to the original ABC are explained below:
BEGIN
  Initialize the set of food sources \( x^0_i \), \( i = 1, \ldots, SN \)
  Evaluate each \( x^0_i \), \( i = 1, \ldots, SN \)
  \( g = 1 \)
REPEAT
  FOR \( i = 1 \) TO \( SN \)
    Generate \( v^g_i \) with \( x^{g-1}_i \) by using Eq. (4)
    Evaluate \( v^g_i \)
    IF \( v^g_i \) is better than \( x^{g-1}_i \)
      \( x^g_i = v^g_i \)
    ELSE
      \( x^g_i = x^{g-1}_i \)
    END IF
  END FOR
  FOR \( i = 1 \) TO \( SN \)
    Select, based on fitness proportional selection
    food source \( x^g_i \)
    Generate \( v^g_i \) with \( x^g_i \) by using Eq. (4)
    Evaluate \( v^g_i \)
    IF \( v^g_i \) is better than \( x^g_i \)
      \( x^g_i = v^g_i \)
    END IF
  END FOR
  Generate new food sources at random for those
  whose limit to be improved has been reached
  Keep the best solution so far
  \( g = g + 1 \)
UNTIL \( g = MCN \)
END

Figure 2: Artificial Bee Colony algorithm.
3.1. Tournament selection

As indicated in Section 2, the information sharing process (waggle dances) from employed to onlooker bees in the hive is emulated in the original ABC with a fitness proportional selection. In contrast, in this modified version, tournament selection was employed. The motivation was two-fold: (1) from a biological point of view the communication via a waggle dance of an employed bee can be seen only by onlooker bees in its neighborhood (i.e., only a subset of the onlooker bees participate in each selection step) and (2) it is important to maintain a low selection pressure and this type of selection helps to keep it that way. The set of three feasibility rules defined by Deb [25] were used as selection criteria in the tournament:

1. Between two feasible food sources, the one with the best objective function value is preferred.
2. Between a feasible food source and an infeasible food source, the feasible one is preferred.
3. Between two infeasible food sources, the one with the lowest value of the sum of constraint violation is preferred.

In this way, two food sources compete for the chance to be modified by an onlooker bee based on those aforementioned criteria. As a result, no probabilities or modified fitness values must be computed as in the original ABC [17].

3.2. Dynamic tolerance for equality constraints

Equality constraints are difficult to satisfy because they define a very small feasible region [26]. Therefore it is a common practice to rewrite the equality constraints as inequality constraints as recalled from Section 1, where a tolerance $\epsilon$ is defined. This (usually) small value slightly extends the region of the search space where the corresponding constraint is satisfied, as detailed in Figure 3.

One alternative to deal with the $\epsilon$ value is to fix it during the search [27]. On the other hand, different control mechanisms [28] can be employed to conveniently vary its value within the optimization process [26]. In this modified ABC algorithm the second option was chosen to explore its performance in the modified ABC. Moreover, a fixed value was employed by the original ABC [18].

A dynamic parameter control mechanism, inspired in [29], is proposed as defined in Equation 6:
where \( g \) is the current cycle and \( dec \) is the decreasing rate value of each cycle \((dec > 1)\). The goal is to start with a larger feasible region than the original one, i.e, equality constraints will be easier to satisfy at the beginning of the process. As the algorithm progresses through the cycles, this tolerance is reduced so that the constraint violation of the obtained solutions is lower than those of the solutions calculated in the first cycles.

### 3.3. Smart flight operator

Recalling from Section 2, in the original ABC algorithm the scout bee replaces solutions which were not improved in a predefined number of cycles by newly ones generated at random. However, based on the fact that in a CNOP the feasible region is usually small with respect to the whole search space \([30]\), it is hard to randomly generate either a feasible solution or an infeasible solution close to the feasible region. Therefore, with the goal to generate more convenient attractors by the scout bees, a mechanism originally proposed in \([31]\) to be used in particle swarm optimization, was adapted in \([19]\) as follows: A new solution \( v^g_i \) is generated by the scout bee with the
help of the food source to be replaced $x_i^g$, which is utilized as a base to create a search direction defined by the best solution in the current population $x_B^g$ and a randomly chosen solution $x_k^g$. As a result, this new solution $v_i^g$ is generated as indicated in Equation 7

$$v_i^{g} = x_i^{g} + \phi \cdot (x_k^{g} - x_i^{g}) + (1 - \phi) \cdot (x_B^{g} - x_i^{g})$$  \hspace{1cm} (7)

The mechanism in Equation 7, called smart-flight, combines three key elements: (1) the information of the solution to be replaced $x_i^g$, before its elimination, is used as a reference point to generate a new one ($v_i^g$), (2) the location of this new solution will be biased by the best solution $x_B^g$, which may lead to find a feasible solution or, at least, an infeasible solution closer to the feasible region, and (3) the presence of a randomly chosen solution $x_k^g$ aims to keep the new solution to be fully attracted by the best solution so far.

### 3.4 Boundary constraint-handling

In a similar way to other real-encoding nature-inspired meta-heuristics for global optimization such as evolution strategies [32], differential evolution [33], and particle swarm optimization [34], the application of the variation operators may generate values outside the search space defined by the lower and upper limits defined per each variable of the problem (see Section 1). Therefore, a mechanism to fix those invalid values [35] is added to the employed, onlooker, and scout bees when they apply the operators defined in Equations 5 and 7 as indicated in Equation 8:

$$v_{i,j}^g = \begin{cases} 
2 \cdot L_j - v_{i,j}^g, & \text{if } v_{i,j}^g < L_j \\
2 \cdot U_j - v_{i,j}^g, & \text{if } v_{i,j}^g > U_j \\
v_{i,j}, & \text{otherwise}
\end{cases}$$  \hspace{1cm} (8)

where $v_{i,j}^g$ is the variable $j$ of the candidate solution $i$ at cycle $g$, $L_j$ is the lower limit of the variable $j$ and $U_j$ is the upper limit of variable $j$. This proposal differs with that used in the original ABC, where the limit value, either $L_j$ or $U_j$, is assigned when the newly generated value $v_{i,j}^g$ violates it.

If the boundary constraint-handling is used very often as in the original ABC, the solutions will be focused in the extreme values of the search space and the diversity will be affected. In contrast, the proposal added to the modified ABC aims to generate a diverse set of values each time it is used.
3.5. Pseudocode of the approach

The complete pseudocode of the M-ABC is presented in Figure 4. It is important to note that both, the employed and the onlooker bees utilize the operator defined in Equation 5, where a recombination-like mechanism between the current solution and the combination of the current solution with a randomly chosen one is computed.

4. Experiments and Results

To evaluate the performance and behavior of M-ABC and to also carry out a comparison with state-of-the-art algorithms, we used a set of well-known constrained optimization problems proposed in [27]. The Appendix of this paper includes the details of each test problem and a summary of their main features is included in Table 1.

In Table 1 “n” is the number of variables of the problem, “LI” is the number of linear inequality constraints, “NI” is the number of nonlinear inequality constraints, “LE” is the number of linear equality constraints, “NE” is the number of nonlinear inequality constraints, “a” is the number of active constraints and “ρ” is a metric to find the approximate size of the feasible area calculated with: \( ρ = \frac{|F|}{|S|} \), where \( |F| \) is the number of feasible solutions and \( |S| \) is the total number of solutions randomly generated. Michalewicz and Schoenauer [4] suggested a total number of 1,000,000 solutions for \( |S| \).

4.1. Performance measures

Before describing the performance measures employed in this work, some definitions are provided:

- **Evaluation**: It is the calculation of the objective function value and the values of the constraints for a given solution. The total number of evaluations of an algorithm is considered in this work as a measure of computational cost.

- **Run**: It is an independent execution of an algorithm.

- **Feasible solution**: It is a solution that satisfies all the constraints of the problem.

- **Feasible run**: It is a run where at least one feasible solution was found.
BEGIN
Initialize the set of food sources $x_i^0$, $i = 1, \ldots, SN$
Evaluate each $x_i^0$, $i = 1, \ldots, SN$
g = 1
IF There are equality constraints
Initialize $\epsilon(g)$
END IF
REPEAT
IF There are equality constraints
Evaluate each $x_i^0$, $i = 1, \ldots, SN$ with $\epsilon(g)$
END IF
FOR $i = 1$ TO $SN$
Generate $v_i^g$ with $x_i^{g-1}$ by using Eq. (5)
Evaluate $v_i^g$
IF $v_i^g$ is better than $x_i^{g-1}$ (based on feasibility criteria in Section 3.1)
$x_i^g = v_i^g$
ELSE
$x_i^g = x_i^{g-1}$
END FOR
FOR $i = 1$ TO $SN$
Select food source $x_i^g$ based on binary tournament selection (Section 3.1)
Generate $v_i^g$ with $x_i^g$ by using Eq. (5)
Evaluate $v_i^g$
IF $v_i^g$ is better than $x_i^g$ (based on feasibility criteria in Section 3.1)
$x_i^g = v_i^g$
END IF
END FOR
Apply the smart flight by the scout bees (Eq. 7) for those solutions whose limit to be improved has been reached
Keep the best solution so far
$g = g + 1$
IF There are equality constraints
Update $\epsilon(g)$ by using Eq. (6)
END IF
UNTIL $g = MCN$
END

Figure 4: Modified Artificial Bee Colony algorithm (M-ABC). Steps marked with boldface were modified with respect to the original ABC.
Table 1: Summary of main characteristics of the test problems.

<table>
<thead>
<tr>
<th>Function</th>
<th>n</th>
<th>Type of function</th>
<th>$\rho$</th>
<th>LI</th>
<th>N1</th>
<th>LE</th>
<th>NE</th>
<th>a</th>
</tr>
</thead>
<tbody>
<tr>
<td>g01</td>
<td>13</td>
<td>quadratic</td>
<td>0.0003%</td>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>g02</td>
<td>20</td>
<td>nonlinear</td>
<td>99.9973%</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>g03</td>
<td>10</td>
<td>nonlinear</td>
<td>0.0026%</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>g04</td>
<td>5</td>
<td>quadratic</td>
<td>27.0079%</td>
<td>4</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>g05</td>
<td>4</td>
<td>nonlinear</td>
<td>0.0000%</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>g06</td>
<td>2</td>
<td>nonlinear</td>
<td>0.0057%</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>g07</td>
<td>10</td>
<td>quadratic</td>
<td>0.0000%</td>
<td>3</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>g08</td>
<td>2</td>
<td>nonlinear</td>
<td>0.8581%</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>g09</td>
<td>7</td>
<td>nonlinear</td>
<td>0.5199%</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>g10</td>
<td>8</td>
<td>linear</td>
<td>0.0020%</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>g11</td>
<td>2</td>
<td>quadratic</td>
<td>0.0973%</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>g12</td>
<td>3</td>
<td>quadratic</td>
<td>4.7697%</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>g13</td>
<td>5</td>
<td>nonlinear</td>
<td>0.0000%</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>g14</td>
<td>10</td>
<td>nonlinear</td>
<td>0.0000%</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>g15</td>
<td>3</td>
<td>quadratic</td>
<td>0.0000%</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>g16</td>
<td>5</td>
<td>nonlinear</td>
<td>0.0204%</td>
<td>4</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>g17</td>
<td>6</td>
<td>nonlinear</td>
<td>0.0000%</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>g18</td>
<td>9</td>
<td>quadratic</td>
<td>0.0000%</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>g19</td>
<td>15</td>
<td>nonlinear</td>
<td>33.4761%</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>g20</td>
<td>24</td>
<td>linear</td>
<td>0.0000%</td>
<td>0</td>
<td>6</td>
<td>2</td>
<td>12</td>
<td>16</td>
</tr>
<tr>
<td>g21</td>
<td>7</td>
<td>linear</td>
<td>0.0000%</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>g22</td>
<td>22</td>
<td>linear</td>
<td>0.0000%</td>
<td>0</td>
<td>1</td>
<td>8</td>
<td>11</td>
<td>19</td>
</tr>
<tr>
<td>g23</td>
<td>9</td>
<td>linear</td>
<td>0.0000%</td>
<td>0</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>g24</td>
<td>2</td>
<td>linear</td>
<td>79.6556%</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
</tbody>
</table>
• **Successful solution:** It is a feasible solution with an objective function value \( f(\vec{x}) \) which is close to that of the best known or global optimal feasible solution \( f(\vec{x}^*) \). This closeness is measured by a small tolerance on the difference between these two solutions \( f(\vec{x}^*) - f(\vec{x}) \leq \delta \). A value of \( \delta = 1E-04 \) was used in this work.

• **Successful run:** It is a run where at least one successful solution was found.

The following performance measures were utilized in the experiments:

1. **FP:** The feasibility probability consists on the number of feasible runs \( (fr) \) divided by the total number of runs performed \( (tr) \), as indicated in Equation 9.
   \[
   FP = \frac{fr}{tr}
   \]  
   \( (9) \)
   The range of values for \( FP \) goes from 0 to 1, where 1 means that all runs were feasible runs. In this way, a higher value is preferred.

2. **P:** The probability of convergence [36] is calculated by the ratio of the number of successful runs \( (sr) \) to the total number of runs performed \( (tr) \), as indicated in Equation 10.
   \[
   P = \frac{sr}{tr}
   \]  
   \( (10) \)
   Similar to \( FP \), the range of values for \( P \) goes from 0 to 1, where 1 means that all runs were successful runs. Therefore, a higher value is preferred.

3. **AFES:** Average number of function evaluations [36]. It is calculated by averaging the number of evaluations required on each successful run to find the first successful solution, as indicated in Equation 11.
   \[
   AFES = \frac{1}{sr} \sum_{i=1}^{sr} EVAL_i
   \]  
   \( (11) \)
   where \( EVAL_i \) is the number of evaluations required to find the first successful solution in successful run \( i \). For \( EVALS \), a lower value is preferred because it means that the average computational cost is lower for an algorithm to reach the vicinity of the feasible optimum solution.
4. **SP**: The two previous performance measures \((P \text{ and } AFES)\) are combined to measure the speed and reliability of a variant through a successful performance \([36]\), as indicated in Equation 12.

\[
SP = \frac{AFES}{P}
\]  

(12)

For this measure, a lower value is preferred because it means a better ratio between speed and consistency of the algorithm.

5. **EVALS**: Proposed in \([37]\), the objective is to count the number of evaluations needed to found the first feasible solution in every run of the algorithm. For this performance measure, some statistical values (best, worst, mean and standard deviation) on a sample of runs are provided. Low values are preferred for this measure i.e. a low computational cost to find a feasible solution is preferred.

6. **PROGRESS RATIO**: Proposed in \([30]\), the objective is to measure the improvement capability of the algorithm within the feasible region of the search space. For this measure high values are preferred because they indicate a higher improvement of the first feasible solution found. It is calculated as shown in Equation 13.

\[
PR = \begin{cases} 
\ln \sqrt{\frac{f_{\text{min}}(G_{ff})}{f_{\text{min}}(MCN)}} & , \text{if } f_{\text{min}}(MCN) > 0 \\
\ln \sqrt{\frac{f_{\text{min}}(G_{ff}) + 1}{f_{\text{min}}(MCN) + 1}} & , \text{if } f_{\text{min}}(MCN) = 0 \\
\ln \sqrt{\frac{f_{\text{min}}(G_{ff}) + 2 * |f_{\text{min}}(MCN)|}{f_{\text{min}}(MCN) + 2 * |f_{\text{min}}(MCN)|}} & , \text{if } f_{\text{min}}(MCN) < 0 
\end{cases}
\]  

(13)

Where \(f_{\text{min}}(G_{ff})\) is the value of the objective function of the first feasible solution found and \(f_{\text{min}}(MCN)\) is the value of the objective function of the best solution found. For this measure, statistical values are also provided.

4.2. **Experimental Design**

Two types of comparisons were considered in the experiments: (1) a direct comparison, where the algorithms were implemented and their corresponding
performances evaluated as well, and (2) an indirect comparison, where the
results of other algorithms were taken from the specialized literature and
compared with those obtained by the proposed M-ABC.

The three experiments performed are detailed below:

1. An indirect comparison between the final results reported by the origi-
nal ABC algorithm to solve CNOPs [18] and those obtained by M-ABC.
Statistical values (best, mean, worst results and the standard deviation
were considered). Based on the fact that in [18] only the first 13 bench-
mark functions (g01-g13) were solved, the comparison will only be made
in such test problems.

2. A direct comparison between M-ABC and our implementation of the
original ABC algorithm. Some changes were introduced to this algo-
rithm to promote a fair comparison, such as the dynamic tolerance
in equality constrained problems, binary tournament selection of food
sources by the onlooker bees and \(MCN = 5800\). The rest of the param-
eters of the ABC algorithm were not modified and neither the scout
behavior nor the value of \(limit\). In other words, the difference be-
tween M-ABC and ABC is the smart flight operator. Statistical values
of the final results were compared. Furthermore, the six performance
measures detailed in Section 4.1 were utilized for comparison. We com-
pared the results on the 24 benchmark functions (g01-g24).

3. An indirect comparison with some state-of-the-art algorithms: (1) the
Ensemble of Constraint-Handling Techniques with Evolutionary Pro-
gramming (ECHT-EP2) [38], (2) the Hybrid Constrained Optimization
Evolutionary Algorithm (HCOEA) [39], and (3) the Adaptative Trade-
off Model Evolutionary Strategy (ATMES) [40].

The fixed parameter values utilized by M-ABC in all the experiments
are the following: number of solutions \(SN = 20\), maximum cycle num-
ber \(MCN = 5800\), \(Limit = MCN/(2 \times SN) = 145\) and the modification
rate \(MR = 0.8\). The total number of evaluations performed by M-ABC is
240,000, even in the problems with equality constraints that require to cal-
culate the best solution found, in every cycle, when the tolerance is adjusted.
30 independent runs were performed in each experiment. The initial value
of \(\epsilon\) is 1.0, the final value of the tolerance is 0.0001 and the decreasing rate
\((dec)\) is 1.002.

The ABC version utilized in the second experiment used the same pa-
parameter values as those reported for M-ABC \((SN = 20, MCN = 5800,\)
Limit = 145, MR = 0.8, and 240,000 evaluations, initial \( \epsilon = 1.0 \), final \( \epsilon = 0.0001 \) and \( \text{dec} = 1.002 \).

The discussion of results will be based on quality (best result found so far) and consistency (better mean and standard deviation values).

4.3. General performance of M-ABC

Before discussing the results of the three experiments, we give a glimpse of the overall final results obtained by M-ABC when solving the 24 test problems: it reached the best known or optimum feasible solution in 14 problems: g01, g02, g03, g04, g06, g08, g11, g12, g13, g15, g16, g17, g18, and g24. Within these problems, in g01, g03, g04, g06, g08, g11, g12, g16, and g24, the algorithm obtained the best known or optimum feasible solution in all 30 runs. M-ABC generated feasible solutions in 22 of 24 benchmark problems (only in problems g20 and g22 no feasible solutions were found). Finally, with the exception of problems g21 and g23, the algorithm found the feasible region in the 30 runs for each test problem.

4.4. Results of experiment 1

The results for this experiment are summarized in Table 2. Based on [41], two-sample t-tests were applied to the results reported by the samples of runs where the feasible global best known or optimum solution was not consistently reached. As observed in Table 2, in six test problems: g01, g03, g04, g08, g11, and g12 both, ABC and M-ABC obtained similar results. Moreover, in problems g05, g07, and g10 no significant differences were found based on the results of the two-sample t-tests. On the other hand, significant differences were observed in problems g02, g06, g09 and g13. Therefore the discussion will be centered on these test problems.

M-ABC provided a “better” best solution with respect to ABC in test problems g02, g09 and g13. In the remaining problem g06 both algorithms obtained a “similar” best result.

M-ABC provided a “better” mean and standard deviation values in problems g02 and g06, while a “better” mean value was obtained in problem g13. ABC found a “better” mean and standard deviation results in problem g09 and a better standard deviation value in problem g13.

The overall results suggest that M-ABC enhances ABC’s ability to provide high-quality results in problems with high-dimensionality (g02 with 20 variables, the highest in that set of problems) and in presence of only equality constraints (g13 with two nonlinear and one linear equality constraints).
Table 2: Statistical results for experiment 1: Indirect comparison between ABC and by M-ABC. A result in boldface indicates a better result or that the best known solution was reached. A test problem remarked in gray indicates that a significant difference was observed based on 95%-confidence two-sample t-test.

<table>
<thead>
<tr>
<th>Function/ Optimal</th>
<th>Algorithms</th>
<th>ABC</th>
<th>M-ABC</th>
</tr>
</thead>
<tbody>
<tr>
<td>g01 -15.000</td>
<td>Best</td>
<td>-15</td>
<td>-15</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>-15</td>
<td>-15</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>-15</td>
<td>-15</td>
</tr>
<tr>
<td></td>
<td>Std. Dev.</td>
<td>0.00E+00</td>
<td>0.00E+00</td>
</tr>
<tr>
<td>g02 -0.803619</td>
<td>Best</td>
<td>-0.803598</td>
<td>-0.803015</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>-0.792442</td>
<td>-0.799336</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>-0.749797</td>
<td>-0.777438</td>
</tr>
<tr>
<td></td>
<td>Std. Dev.</td>
<td>1.20E-02</td>
<td>6.84E-03</td>
</tr>
<tr>
<td>g03 -1.000</td>
<td>Best</td>
<td>-1.000</td>
<td>-1.000</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>-1.000</td>
<td>-1.000</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>-1.000</td>
<td>-1.000</td>
</tr>
<tr>
<td></td>
<td>Std. Dev.</td>
<td>0.00E+00</td>
<td>4.98E-05</td>
</tr>
<tr>
<td>g04 -30665.539</td>
<td>Best</td>
<td>-30665.539</td>
<td>-30665.539</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>-30665.539</td>
<td>-30665.539</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>-30665.539</td>
<td>-30665.539</td>
</tr>
<tr>
<td></td>
<td>Std. Dev.</td>
<td>0.00E+00</td>
<td>2.22E-11</td>
</tr>
<tr>
<td>g05 5126.498</td>
<td>Best</td>
<td>5126.484</td>
<td>5126.736</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>5185.714</td>
<td>5178.139</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>5317.197</td>
<td>5317.197</td>
</tr>
<tr>
<td></td>
<td>Std. Dev.</td>
<td>7.54E+01</td>
<td>5.61E+01</td>
</tr>
<tr>
<td>g06 -6961.814</td>
<td>Best</td>
<td>-6961.813</td>
<td>-6961.814</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>-6961.805</td>
<td>-6961.814</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>-6961.813</td>
<td>-6961.814</td>
</tr>
<tr>
<td></td>
<td>Std. Dev.</td>
<td>2.00E-03</td>
<td>0.00E+00</td>
</tr>
<tr>
<td>g07 24.306</td>
<td>Best</td>
<td>24.340</td>
<td>24.315</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>24.473</td>
<td>24.415</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>25.19</td>
<td>24.854</td>
</tr>
<tr>
<td></td>
<td>Std. Dev.</td>
<td>1.86E-01</td>
<td>1.24E-01</td>
</tr>
<tr>
<td>g08 -0.095825</td>
<td>Best</td>
<td>-0.095825</td>
<td>-0.095825</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>-0.095825</td>
<td>-0.095825</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>-0.095825</td>
<td>-0.095825</td>
</tr>
<tr>
<td></td>
<td>Std. Dev.</td>
<td>0.00E+00</td>
<td>4.23E-04</td>
</tr>
<tr>
<td>g09 680.630</td>
<td>Best</td>
<td>680.634</td>
<td>680.632</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>680.640</td>
<td>680.647</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>680.653</td>
<td>680.691</td>
</tr>
<tr>
<td></td>
<td>Std. Dev.</td>
<td>4.00E-03</td>
<td>1.55E-02</td>
</tr>
<tr>
<td>g10 7049.248</td>
<td>Best</td>
<td>7053.904</td>
<td>7051.706</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>7224.407</td>
<td>7233.882</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>7394.132</td>
<td>7473.109</td>
</tr>
<tr>
<td></td>
<td>Std. Dev.</td>
<td>1.34E+02</td>
<td>1.10E+02</td>
</tr>
<tr>
<td>g11 0.75</td>
<td>Best</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>Std. Dev.</td>
<td>0.00E+00</td>
<td>2.00E-05</td>
</tr>
<tr>
<td>g12 -1.000</td>
<td>Best</td>
<td>-1.000</td>
<td>-1.000</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>-1.000</td>
<td>-1.000</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>-1.000</td>
<td>-1.000</td>
</tr>
<tr>
<td></td>
<td>Std. Dev.</td>
<td>0.00E+00</td>
<td>0.00E+00</td>
</tr>
<tr>
<td>g13 0.05395</td>
<td>Best</td>
<td>0.05395</td>
<td>0.05395</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>0.05395</td>
<td>0.05395</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>0.05395</td>
<td>0.05395</td>
</tr>
<tr>
<td></td>
<td>Std. Dev.</td>
<td>5.50E-02</td>
<td>1.74E-01</td>
</tr>
</tbody>
</table>
4.5. Results of experiment 2

The results of experiment 2 are divided in four parts: (1) Final results, (2) FP, P, AFES, and SP, (3) EVALS and (4) Progress Ratio.

4.5.1. Comparison of final results

The statistical results of the direct comparison between ABC and M-ABC are reported in Table 3 for the first twelve test problems (g01 to g12) and in Table 4 for the last twelve problems (g13 to g24). As in experiment 1, a two-sample 95%-confidence t-test was applied to each pair of samples to verify statistical significance of the differences found.

Problems g20 and g22 are discarded of the discussion because both algorithms were unable to generate feasible solutions in any given run. In the same way, in test problems g01, g04, g08, g12, g16, and g24 both, ABC and M-ABC obtained the same statistical values. Finally, in problems g02, g05, and g17 no significant differences, based on the two-sample t-tests, were found. The discussion will then focuses in the remaining thirteen test problems (g03, g06, g07, g09, g10, g11, g13, g14, g15, g18, g19, g21, and g23).

M-ABC obtained a “better” best result in eleven test problems: g03, g07, g09, g10, g13, g14, g15, g18, g19, g21, and g23. In problems g06 and g11 ABC and M-ABC obtained a “similar” best result. Regarding the mean value, M-ABC provided a “better” mean value in test problems g03, g06, g07, g09, g10, g11, g13, g14, g15, g19, g21, and g23. ABC in contrast had a better mean value in problem g18. Finally, a “better” standard deviation value was found by M-ABC in problems g03, g06, g09, g10, g11, g14, g15, g19, and g21. ABC had a “better” standard deviation value in problems g07, g13, g18, and g23. However, except for problem g18 the results obtained by ABC are very poor with respect to those reached by M-ABC. Those results show that M-ABC is able to improve both, the quality and consistency of the final results with respect to the original ABC in most of the test problems considered in this work.

4.5.2. FP, P, AFES, and SP

The results obtained for the first four performance measures (FP, P, AFES and P) are summarized in Table 5 for the first twelve test problems and in Table 6 for the last twelve problems. Once again problems g20 and g22 are discarded from discussion because no feasible solution was found by any algorithm.
Table 3: Statistical results of the first part of experiment 2: Direct comparison between ABC and by M-ABC in the first 12 test problems. A result in boldface indicates a better result or that the best known solution was reached. A test problem remarked in gray indicates that a significant difference was observed based on 95%-confidence two-sample t-test.

<table>
<thead>
<tr>
<th>Function/ Optimal</th>
<th>Algorithms</th>
<th>ABC</th>
<th>M-ABC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Best</td>
<td>-15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>-15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Worst</td>
<td>-15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Std. Dev.</td>
<td>0.00E+00</td>
</tr>
<tr>
<td>g01 -15.000</td>
<td></td>
<td>Best</td>
<td>-0.803498</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>-0.8010467</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Worst</td>
<td>-0.792528</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Std. Dev.</td>
<td>3.66E-03</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Best</td>
<td>-0.803615</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>-0.799336</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Worst</td>
<td>-0.777438</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Std. Dev.</td>
<td>6.84E-03</td>
</tr>
<tr>
<td>g02 -0.803619</td>
<td></td>
<td>Best</td>
<td>-0.984</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>-0.185</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Worst</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Std. Dev.</td>
<td>2.50E-01</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Best</td>
<td>-1.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>-1.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Worst</td>
<td>-1.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Std. Dev.</td>
<td>4.68E-05</td>
</tr>
<tr>
<td>g03 -1.000</td>
<td></td>
<td>Best</td>
<td>-30665.539</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>-30665.539</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Worst</td>
<td>-30665.539</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Std. Dev.</td>
<td>2.22E-11</td>
</tr>
<tr>
<td>g04 -30665.539</td>
<td></td>
<td>Best</td>
<td>5127.302</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>5158.673</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Worst</td>
<td>5295.980</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Std. Dev.</td>
<td>5.60E+01</td>
</tr>
<tr>
<td>g05 5126.498</td>
<td></td>
<td>Best</td>
<td>24.455</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>24.611</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Worst</td>
<td>24.873</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Std. Dev.</td>
<td>2.41E+00</td>
</tr>
<tr>
<td>g06 -6961.814</td>
<td></td>
<td>Best</td>
<td>-6961.814</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>-6961.814</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Worst</td>
<td>-6961.814</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Std. Dev.</td>
<td>0.00E+00</td>
</tr>
<tr>
<td>g07 24.306</td>
<td></td>
<td>Best</td>
<td>24.555</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>24.611</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Worst</td>
<td>24.873</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Std. Dev.</td>
<td>1.24E+00</td>
</tr>
<tr>
<td>g08 -0.095825</td>
<td></td>
<td>Best</td>
<td>-0.095825</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>-0.095825</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Worst</td>
<td>-0.095825</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Std. Dev.</td>
<td>4.23E-17</td>
</tr>
<tr>
<td>g09 680.630</td>
<td></td>
<td>Best</td>
<td>680.645</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>680.647</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Worst</td>
<td>680.691</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Std. Dev.</td>
<td>1.55E-02</td>
</tr>
<tr>
<td>g10 7049.248</td>
<td></td>
<td>Best</td>
<td>7084.129</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>7321.184</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Worst</td>
<td>7498.392</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Std. Dev.</td>
<td>1.10E+02</td>
</tr>
<tr>
<td>g11 0.75</td>
<td></td>
<td>Best</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Worst</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Std. Dev.</td>
<td>2.30E-05</td>
</tr>
<tr>
<td>g12 -1.000</td>
<td></td>
<td>Best</td>
<td>-1.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>-1.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Worst</td>
<td>-1.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Std. Dev.</td>
<td>0.00E+00</td>
</tr>
</tbody>
</table>
Table 4: Statistical results of the first part of experiment 2: Direct comparison between ABC and by M-ABC in the last 12 test problems. A result in boldface indicates a better result or that the best known solution was reached. A test problem remarked in gray indicates that a significant difference was observed based on 95%-confidence two-sample t-test. “-” means no feasible solution found.

<table>
<thead>
<tr>
<th>Function/Optimal</th>
<th>Algorithms</th>
<th>ABC</th>
<th>M-ABC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Best</td>
<td>0.999901</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>0.999985</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Worst</td>
<td>1.000000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Std. Dev.</td>
<td>2.30E-05</td>
</tr>
<tr>
<td>g13 0.053942</td>
<td></td>
<td>Best</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Worst</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Std. Dev.</td>
<td>-</td>
</tr>
<tr>
<td>g14 -47.765</td>
<td></td>
<td>Best</td>
<td>967.518</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>968.639</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Worst</td>
<td>972.317</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Std. Dev.</td>
<td>2.06E+00</td>
</tr>
<tr>
<td>g15 961.715</td>
<td></td>
<td>Best</td>
<td>-1.905</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>-1.905</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Worst</td>
<td>-1.905</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Std. Dev.</td>
<td>4.52E-16</td>
</tr>
<tr>
<td>g16 -1.905</td>
<td></td>
<td>Best</td>
<td>8959.546</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>9002.701</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Worst</td>
<td>9025.873</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Std. Dev.</td>
<td>3.74E+01</td>
</tr>
<tr>
<td>g17 8853.540</td>
<td></td>
<td>Best</td>
<td>-0.865677</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>-0.8598209</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Worst</td>
<td>-0.771239</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Std. Dev.</td>
<td>1.69E-02</td>
</tr>
<tr>
<td>g18 -0.866025</td>
<td></td>
<td>Best</td>
<td>35.213</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>36.482</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Worst</td>
<td>37.771</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Std. Dev.</td>
<td>6.64E-01</td>
</tr>
<tr>
<td>g19 32.656</td>
<td></td>
<td>Best</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Worst</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Std. Dev.</td>
<td>-</td>
</tr>
<tr>
<td>g20 0.096700</td>
<td></td>
<td>Best</td>
<td>277.157</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>454.137</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Worst</td>
<td>1000.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Std. Dev.</td>
<td>2.55E+02</td>
</tr>
<tr>
<td>g21 193.725</td>
<td></td>
<td>Best</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Worst</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Std. Dev.</td>
<td>-</td>
</tr>
<tr>
<td>g22 236.431</td>
<td></td>
<td>Best</td>
<td>-0.006</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>-0.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Worst</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Std. Dev.</td>
<td>1.97E-03</td>
</tr>
<tr>
<td>g23 -400.055</td>
<td></td>
<td>Best</td>
<td>-5.508</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>-5.508</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Worst</td>
<td>-5.508</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Std. Dev.</td>
<td>2.71E-15</td>
</tr>
</tbody>
</table>
Table 5: Results of the second part of experiment 2: Performance measure values for FP, P, AFES and SP obtained by ABC and M-ABC in the first 12 test problems. A result in boldface indicates a better result. "-" means that the measure value could not be calculated.

<table>
<thead>
<tr>
<th>Function</th>
<th>Performance Measures</th>
<th>ABC</th>
<th>M-ABC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FP</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>AFES</td>
<td>1.24E+04</td>
<td>2.05E+04</td>
</tr>
<tr>
<td></td>
<td>SP</td>
<td>1.24E+04</td>
<td>2.05E+04</td>
</tr>
<tr>
<td>g02</td>
<td>FP</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>0</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td>AFES</td>
<td>-</td>
<td>8.35E+04</td>
</tr>
<tr>
<td></td>
<td>SP</td>
<td>-</td>
<td>1.25E+05</td>
</tr>
<tr>
<td>g03</td>
<td>FP</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>AFES</td>
<td>-</td>
<td>1.89E+05</td>
</tr>
<tr>
<td></td>
<td>SP</td>
<td>-</td>
<td>1.89E+05</td>
</tr>
<tr>
<td>g04</td>
<td>FP</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>AFES</td>
<td>4.39E+04</td>
<td>7.64E+04</td>
</tr>
<tr>
<td></td>
<td>SP</td>
<td>4.39E+04</td>
<td>7.64E+04</td>
</tr>
<tr>
<td>g05</td>
<td>FP</td>
<td>0.7</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>AFES</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>SP</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>g06</td>
<td>FP</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>0.63</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>AFES</td>
<td>1.43E+05</td>
<td>1.07E+05</td>
</tr>
<tr>
<td></td>
<td>SP</td>
<td>2.26E+05</td>
<td>1.07E+05</td>
</tr>
<tr>
<td>g07</td>
<td>FP</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>AFES</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>SP</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>g08</td>
<td>FP</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>AFES</td>
<td>1.27E+03</td>
<td>1.55E+03</td>
</tr>
<tr>
<td></td>
<td>SP</td>
<td>1.27E+03</td>
<td>1.55E+03</td>
</tr>
<tr>
<td>g09</td>
<td>FP</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>AFES</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>SP</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>g10</td>
<td>FP</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>AFES</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>SP</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>g11</td>
<td>FP</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>0.03</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>AFES</td>
<td>1.89E+05</td>
<td>1.89E+05</td>
</tr>
<tr>
<td></td>
<td>SP</td>
<td>5.69E+06</td>
<td>1.89E+05</td>
</tr>
<tr>
<td>g12</td>
<td>FP</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>AFES</td>
<td>1.25E+03</td>
<td>1.35E+03</td>
</tr>
<tr>
<td></td>
<td>SP</td>
<td>1.25E+03</td>
<td>1.35E+03</td>
</tr>
</tbody>
</table>
Table 6: Results of the second part of experiment 2: Performance measure values for FP, P, AFES and SP obtained by ABC and M-ABC in the last 12 test problems. A result in boldface indicates a better result. "-" means that the measure value could not be calculated.

<table>
<thead>
<tr>
<th>Function</th>
<th>ABC</th>
<th>M-ABC</th>
</tr>
</thead>
<tbody>
<tr>
<td>g13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FP</td>
<td>0.97</td>
<td>1</td>
</tr>
<tr>
<td>P</td>
<td>0</td>
<td>0.03</td>
</tr>
<tr>
<td>AFES</td>
<td>-</td>
<td>1.89E+05</td>
</tr>
<tr>
<td>SP</td>
<td>-</td>
<td>5.69E+06</td>
</tr>
<tr>
<td>g14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FP</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>P</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>AFES</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SP</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>g15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FP</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>P</td>
<td>0</td>
<td>0.3</td>
</tr>
<tr>
<td>AFES</td>
<td>-</td>
<td>1.89E+05</td>
</tr>
<tr>
<td>SP</td>
<td>-</td>
<td>6.32E+05</td>
</tr>
<tr>
<td>g16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FP</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>P</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>AFES</td>
<td>2.75E+04</td>
<td>2.33E+04</td>
</tr>
<tr>
<td>SP</td>
<td>2.75E+04</td>
<td>2.33E+04</td>
</tr>
<tr>
<td>g17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FP</td>
<td>0.1</td>
<td>1</td>
</tr>
<tr>
<td>P</td>
<td>0</td>
<td>0.03</td>
</tr>
<tr>
<td>AFES</td>
<td>-</td>
<td>1.89E+05</td>
</tr>
<tr>
<td>SP</td>
<td>-</td>
<td>5.68E+06</td>
</tr>
<tr>
<td>g18</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FP</td>
<td>0.03</td>
<td>0.37</td>
</tr>
<tr>
<td>P</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>AFES</td>
<td>2.19E+05</td>
<td>7.06E+04</td>
</tr>
<tr>
<td>SP</td>
<td>6.60E+06</td>
<td>1.92E+05</td>
</tr>
<tr>
<td>g19</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FP</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>P</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>AFES</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SP</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>g20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FP</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>P</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>AFES</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SP</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>g21</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FP</td>
<td>0.47</td>
<td>0.73</td>
</tr>
<tr>
<td>P</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>AFES</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SP</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>g22</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FP</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>P</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>AFES</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SP</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>g23</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FP</td>
<td>0.87</td>
<td>0.83</td>
</tr>
<tr>
<td>P</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>AFES</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SP</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>g24</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FP</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>P</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>AFES</td>
<td>6.95E+03</td>
<td>6.58E+03</td>
</tr>
<tr>
<td>SP</td>
<td>6.95E+03</td>
<td>6.58E+03</td>
</tr>
</tbody>
</table>
• **FP:** M-ABC was able to provide better results in problems g05, g13, g14, g17 and g21. ABC was better in problem g23. In the remaining problems (g01, g02, g03, g04, g06, g07, g08, g09, g10, g11, g12, g15, g16, g18, g19, and g24) both algorithms had similar results.

• **P:** M-ABC obtained a better P value in problems: g02, g03, g06, g11, g13, g15, g17, and g18. Moreover, in problems g01, g04, g08, g12, g16 and g24 both algorithms reached the same value of P. On the other hand, both M-ABC and ABC were unable to provide successful runs in problems g05, g07, g09, g10, g14, g19, g21, and g23.

• **AFES:** A better AFES value was computed by M-ABC with respect to ABC in problems g02, g03, g06, g11, g13, g15, g16, g17, g18, and g24. In contrast, ABC reached a better AFES value in problems g01, g04, g08, and g12. In the remaining test problems (g05, g07, g09, g10, g14, g19, g21, and g23) neither M-ABC nor ABC ended in successful runs.

• **SP:** In a similar way as the results presented for the AFES measure, a better SP value was shown by M-ABC in problems g02, g03, g06, g11, g13, g15, g16, g17, g18, and g24. ABC found better results for this measure in problems g01, g04, g08 and g12. No SP value could be calculated in the rest of the problems (g05, g07, g09, g10, g14, g19, g21, and g23).

The overall results on the four performance measures show that both algorithms were very capable to reach the feasible region of the search space (FP value). However, M-ABC improved this capability in problems with equality constraints (g05, g13, g14, g17 and g21). In the same way, M-ABC outperformed ABC in its ability to reach the vicinity of the feasible global optimum (P value). Nevertheless, both algorithms showed difficulties to reach positive P values in eight test problems. Regarding the computational cost measured by the number of evaluations required in a successful run, M-ABC required less evaluations, in average, with respect to ABC in ten test problems with respect to only four problems where ABC was more competitive. This behavior was also observed for the SP measure values, where M-ABC showed a better ratio between successful runs and evaluations computed.
4.5.3. EVALS

The summary of the statistical values of the EVALS measure can be found in Table 7 for the first twelve test problems and in Table 8 for the last twelve test problems. Based on those tables, some test problems are excluded from the discussion: Problems g20 and g22 are not considered because no feasible solutions were found in any single run. Furthermore, problems g02, g04, g08, g09, g12, g19, and g24 are also not discussed because the first feasible solution appears either in the initial population or in the first cycle of the algorithm. Finally, based on the two-sample t-test results no significant differences were observed in test problems g03, g06, g07, g10 and g16, i.e., the performance is similar in both algorithms. Therefore the problems to be discussed are g01, g05, g11, g13, g14, g15, g17, g18, g21 and g23.

M-ABC obtained a “better” best value in problems g11, g14, g15, and g17 while ABC provided better values in problems g01, g05, g13, g18, g21 and g23.

Based on the values observed in Tables 7 and 8, M-ABC had a “better” mean and standard deviation values in problems g05, g11, g13, g14, g15, g17, and g21 and it also obtained a “better” standard deviation value in problems g01 and g23. ABC obtained a “better” mean and standard deviation values in problem g18 and only a better standard deviation value in problems g01 and g23.

The performances by both algorithms point out that M-ABC is more consistent on reaching faster the feasible region of the search space than ABC. However, ABC requires less evaluations to generate the first feasible solution in some runs for some test problems, but it showed a lack of robustness in such behavior.

4.5.4. Progress Ratio

The obtained results for the progress ratio measure are summarized in Tables 9 for the first twelve problems and in Table 10 for the last twelve problems. Problems g20 and g22 were excluded from discussion because no feasible solutions were found in any single run.

It is clear from the results obtained by the two-sample t-test reported in Tables 9 and 10 that in most of the test problems no significant difference was obtained, i.e., both algorithms mostly performed a quite similar improvement inside the feasible region of the search space. Nonetheless, in the following problems there were differences on this regard: g01, g03, g10, g11, g13, g15, g21, and g23.
Table 7: Results of the third part of experiment 2: Statistical results for the EVALS measure by ABC and M-ABC in the first 12 test problems. A result in boldface indicates a better result. A test problem remarked in gray indicates that a significant difference was observed based on 95%-confidence two-sample t-test.

<table>
<thead>
<tr>
<th>Function</th>
<th>ABC</th>
<th>M-ABC</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>g01</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>76</td>
<td>433</td>
</tr>
<tr>
<td>Mean</td>
<td>353</td>
<td>709</td>
</tr>
<tr>
<td>Worst</td>
<td>656</td>
<td>1030</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>1.63E+02</td>
<td>1.35E+02</td>
</tr>
<tr>
<td><strong>g02</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>21</td>
<td>21</td>
</tr>
<tr>
<td>Mean</td>
<td>24</td>
<td>21</td>
</tr>
<tr>
<td>Worst</td>
<td>34</td>
<td>21</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>3.08E+00</td>
<td>0.00E+00</td>
</tr>
<tr>
<td><strong>g03</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>189270</td>
<td>189533</td>
</tr>
<tr>
<td>Mean</td>
<td>189955</td>
<td>189554</td>
</tr>
<tr>
<td>Worst</td>
<td>203659</td>
<td>189594</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>2.66E+03</td>
<td>1.23E+01</td>
</tr>
<tr>
<td><strong>g04</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>21</td>
<td>21</td>
</tr>
<tr>
<td>Mean</td>
<td>23</td>
<td>23</td>
</tr>
<tr>
<td>Worst</td>
<td>35</td>
<td>35</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>2.90E+00</td>
<td>3.04E+00</td>
</tr>
<tr>
<td><strong>g05</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>189317</td>
<td>189368</td>
</tr>
<tr>
<td>Mean</td>
<td>199964</td>
<td>189445</td>
</tr>
<tr>
<td>Worst</td>
<td>234047</td>
<td>189498</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>1.25E+04</td>
<td>2.63E+01</td>
</tr>
<tr>
<td><strong>g06</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>148</td>
<td>148</td>
</tr>
<tr>
<td>Mean</td>
<td>540</td>
<td>469</td>
</tr>
<tr>
<td>Worst</td>
<td>1121</td>
<td>812</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>1.92E+02</td>
<td>1.57E+02</td>
</tr>
<tr>
<td><strong>g07</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>354</td>
<td>381</td>
</tr>
<tr>
<td>Mean</td>
<td>707</td>
<td>742</td>
</tr>
<tr>
<td>Worst</td>
<td>1127</td>
<td>1079</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>2.17E+02</td>
<td>1.91E+02</td>
</tr>
<tr>
<td><strong>g08</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>28</td>
<td>28</td>
</tr>
<tr>
<td>Mean</td>
<td>101</td>
<td>98</td>
</tr>
<tr>
<td>Worst</td>
<td>197</td>
<td>222</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>4.01E+01</td>
<td>5.24E+01</td>
</tr>
<tr>
<td><strong>g09</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>22</td>
<td>22</td>
</tr>
<tr>
<td>Mean</td>
<td>117</td>
<td>93</td>
</tr>
<tr>
<td>Worst</td>
<td>294</td>
<td>240</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>5.98E+01</td>
<td>4.91E+01</td>
</tr>
<tr>
<td><strong>g10</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>568</td>
<td>396</td>
</tr>
<tr>
<td>Mean</td>
<td>1300</td>
<td>1378</td>
</tr>
<tr>
<td>Worst</td>
<td>2167</td>
<td>2981</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>5.02E+02</td>
<td>6.13E+02</td>
</tr>
<tr>
<td><strong>g11</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>189621</td>
<td>189459</td>
</tr>
<tr>
<td>Mean</td>
<td>189681</td>
<td>189539</td>
</tr>
<tr>
<td>Worst</td>
<td>189747</td>
<td>189576</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>2.95E+01</td>
<td>2.37E+01</td>
</tr>
<tr>
<td><strong>g12</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>21</td>
<td>21</td>
</tr>
<tr>
<td>Mean</td>
<td>41</td>
<td>34</td>
</tr>
<tr>
<td>Worst</td>
<td>87</td>
<td>80</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>1.82E+01</td>
<td>1.43E+01</td>
</tr>
</tbody>
</table>
Table 8: Results of the third part of experiment 2: Statistical results for the EVALS measure by ABC and M-ABC in the last 12 test problems. A result in bold face indicates a better result. "-" means that the measure value could not be calculated. A test problem remarked in gray indicates that a significant difference was observed based on 95%-confidence two-sample t-test.

<table>
<thead>
<tr>
<th>Function</th>
<th>ABC</th>
<th>M-ABC</th>
</tr>
</thead>
<tbody>
<tr>
<td>g13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>189309</td>
<td>189427</td>
</tr>
<tr>
<td>Mean</td>
<td>195210</td>
<td>189472</td>
</tr>
<tr>
<td>Worst</td>
<td>223538</td>
<td>189533</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>8.05E+03</td>
<td>2.66E+01</td>
</tr>
<tr>
<td>g14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>-</td>
<td>189481</td>
</tr>
<tr>
<td>Mean</td>
<td>-</td>
<td>189508</td>
</tr>
<tr>
<td>Worst</td>
<td>-</td>
<td>189575</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>-</td>
<td>2.65E+01</td>
</tr>
<tr>
<td>g15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>189444</td>
<td>189404</td>
</tr>
<tr>
<td>Mean</td>
<td>190585</td>
<td>189486</td>
</tr>
<tr>
<td>Worst</td>
<td>200426</td>
<td>189546</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>2.75E+03</td>
<td>3.69E+01</td>
</tr>
<tr>
<td>g16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>109</td>
<td>142</td>
</tr>
<tr>
<td>Mean</td>
<td>722</td>
<td>605</td>
</tr>
<tr>
<td>Worst</td>
<td>1303</td>
<td>1882</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>3.13E+02</td>
<td>3.81E+02</td>
</tr>
<tr>
<td>g17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>193876</td>
<td>189284</td>
</tr>
<tr>
<td>Mean</td>
<td>207002</td>
<td>189358</td>
</tr>
<tr>
<td>Worst</td>
<td>231505</td>
<td>189450</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>2.12E+04</td>
<td>4.25E+01</td>
</tr>
<tr>
<td>g18</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>932</td>
<td>1310</td>
</tr>
<tr>
<td>Mean</td>
<td>1624</td>
<td>1839</td>
</tr>
<tr>
<td>Worst</td>
<td>1970</td>
<td>2370</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>2.05E+02</td>
<td>3.03E+02</td>
</tr>
<tr>
<td>g19</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>21</td>
<td>21</td>
</tr>
<tr>
<td>Mean</td>
<td>25</td>
<td>23</td>
</tr>
<tr>
<td>Worst</td>
<td>35</td>
<td>34</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>3.84E+00</td>
<td>2.75E+00</td>
</tr>
<tr>
<td>g20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Mean</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Worst</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>g21</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>189213</td>
<td>189462</td>
</tr>
<tr>
<td>Mean</td>
<td>200868</td>
<td>194528</td>
</tr>
<tr>
<td>Worst</td>
<td>226314</td>
<td>207310</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>1.25E+04</td>
<td>5.01E+03</td>
</tr>
<tr>
<td>g22</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Mean</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Worst</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>g23</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>189173</td>
<td>189392</td>
</tr>
<tr>
<td>Mean</td>
<td>190946</td>
<td>193557</td>
</tr>
<tr>
<td>Worst</td>
<td>215252</td>
<td>202538</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>6.10E+03</td>
<td>3.09E+03</td>
</tr>
<tr>
<td>g24</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>21</td>
<td>21</td>
</tr>
<tr>
<td>Mean</td>
<td>23</td>
<td>23</td>
</tr>
<tr>
<td>Worst</td>
<td>29</td>
<td>29</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>2.08E+00</td>
<td>2.01E+00</td>
</tr>
</tbody>
</table>
M-ABC obtained a “better” progress ratio value in problem g13, while ABC outperformed M-ABC in problems g01, g03, g10, g11, g15, g21, and g23. M-ABC presented a “better” mean and standard deviation values in problem g21 and it reached a “better” mean value in problem g13. M-ABC found a better standard deviation values in problems g03, g10, g11, g15, and g23 but the best and mean values were very poor. In contrast, ABC obtained a “better” mean and standard deviation values in problem g01 and a “better” mean value in problems g03, g10, g11, g15, and g23. Moreover, ABC obtained a better standard deviation value in problem g13 but the best and mean values were outperformed by M-ABC.

The isolated results of the progress ratio measure suggest a better improvement by ABC inside the feasible region with respect to M-ABC. However, it is interesting to note that ABC could not improve its first feasible solution in a single run in problems g03, g11, g13, g15, g21, and g23, while M-ABC was able to slightly improve it for such test problems.

4.5.5. Discussion

Interesting findings on the behavior of M-ABC and ABC were observed from the results in the four parts of experiment 2:

- M-ABC clearly improved ABC’s capabilities to reach better final results, based on both, quality and consistency.
- M-ABC was able to generate feasible solutions with more consistency in problems with equality constraints.
- M-ABC was able to reach the vicinity of the best known or global optimum solution more frequently and with a lower average number of evaluations in more test problems with respect to ABC.
- Despite the fact that ABC required, in the best case, less evaluations to generate the first feasible solution in more test problems than M-ABC, the latter was better, in average, mostly in problems with equality constraints.
- ABC was more capable to improve the first feasible solution found in more test problems with respect to M-ABC, even in those with presence of equality constraints.
Table 9: Results of the fourth part of experiment 2: Statistical results for the Progress Ratio measure by ABC and M-ABC in the first 12 test problems. A result in boldface indicates a better result. A test problem remarked in gray indicates that a significant difference was observed based on 95%-confidence two-sample t-test.

<table>
<thead>
<tr>
<th>Function</th>
<th>ABC</th>
<th>M-ABC</th>
</tr>
</thead>
<tbody>
<tr>
<td>g01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>0.370</td>
<td>0.345</td>
</tr>
<tr>
<td>Mean</td>
<td>0.328</td>
<td>0.295</td>
</tr>
<tr>
<td>Worst</td>
<td>0.274</td>
<td>0.233</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>2.69E-02</td>
<td>2.96E-02</td>
</tr>
<tr>
<td>g02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>0.331</td>
<td>0.329</td>
</tr>
<tr>
<td>Mean</td>
<td>0.315</td>
<td>0.314</td>
</tr>
<tr>
<td>Worst</td>
<td>0.299</td>
<td>0.299</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>6.85E-03</td>
<td>6.42E-03</td>
</tr>
<tr>
<td>g03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>0.348</td>
<td>0.301</td>
</tr>
<tr>
<td>Mean</td>
<td>0.184</td>
<td>3.58E-04</td>
</tr>
<tr>
<td>Worst</td>
<td>0</td>
<td>8.49E-05</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>1.59E-01</td>
<td>1.45E-04</td>
</tr>
<tr>
<td>g04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>0.104</td>
<td>0.101</td>
</tr>
<tr>
<td>Mean</td>
<td>0.067</td>
<td>0.068</td>
</tr>
<tr>
<td>Worst</td>
<td>0.026</td>
<td>0.029</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>2.06E-02</td>
<td>1.91E-02</td>
</tr>
<tr>
<td>g05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>1.64E-06</td>
<td>1.64E-07</td>
</tr>
<tr>
<td>Mean</td>
<td>2.29E-07</td>
<td>7.94E-08</td>
</tr>
<tr>
<td>Worst</td>
<td>0</td>
<td>3.03E-08</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>4.09E-07</td>
<td>3.60E-08</td>
</tr>
<tr>
<td>g06</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>0.292</td>
<td>0.280</td>
</tr>
<tr>
<td>Mean</td>
<td>0.215</td>
<td>0.219</td>
</tr>
<tr>
<td>Worst</td>
<td>0.107</td>
<td>0.123</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>5.34E-02</td>
<td>3.90E-02</td>
</tr>
<tr>
<td>g07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>2.524</td>
<td>2.517</td>
</tr>
<tr>
<td>Mean</td>
<td>1.982</td>
<td>1.882</td>
</tr>
<tr>
<td>Worst</td>
<td>1.112</td>
<td>0.663</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>3.88E-01</td>
<td>4.19E-01</td>
</tr>
<tr>
<td>g08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>0.517</td>
<td>0.483</td>
</tr>
<tr>
<td>Mean</td>
<td>0.338</td>
<td>0.338</td>
</tr>
<tr>
<td>Worst</td>
<td>0.047</td>
<td>0.047</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>7.14E-02</td>
<td>7.51E-02</td>
</tr>
<tr>
<td>g09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>4.798</td>
<td>4.794</td>
</tr>
<tr>
<td>Mean</td>
<td>2.855</td>
<td>2.268</td>
</tr>
<tr>
<td>Worst</td>
<td>0.800</td>
<td>0.267</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>1.41E+00</td>
<td>1.50E+00</td>
</tr>
<tr>
<td>g10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>0.700</td>
<td>0.633</td>
</tr>
<tr>
<td>Mean</td>
<td>0.526</td>
<td>0.482</td>
</tr>
<tr>
<td>Worst</td>
<td>0.356</td>
<td>0.305</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>8.47E-02</td>
<td>7.41E-02</td>
</tr>
<tr>
<td>g11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>0.144</td>
<td>2.99E-04</td>
</tr>
<tr>
<td>Mean</td>
<td>0.018</td>
<td>7.36E-05</td>
</tr>
<tr>
<td>Worst</td>
<td>0</td>
<td>2.00E-05</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>3.81E-02</td>
<td>5.23E-05</td>
</tr>
<tr>
<td>g12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>0.145</td>
<td>0.164</td>
</tr>
<tr>
<td>Mean</td>
<td>0.058</td>
<td>0.066</td>
</tr>
<tr>
<td>Worst</td>
<td>0.010</td>
<td>1.44E-04</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>3.79E-02</td>
<td>4.03E-02</td>
</tr>
</tbody>
</table>
Table 10: Results of the fourth part of experiment 2: Statistical results for the Progress Ratio measure by ABC and M-ABC in the last 12 test problems. A result in boldface indicates a better result. "-" means that the measure value could not be calculated. A test problem remarked in gray indicates that a significant difference was observed based on 95%-confidence two-sample t-test.

<table>
<thead>
<tr>
<th>Function</th>
<th>ABC</th>
<th>M-ABC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Best</td>
<td>Mean</td>
</tr>
<tr>
<td>g13</td>
<td>4.95E-05</td>
<td>6.48E-04</td>
</tr>
<tr>
<td></td>
<td>6.45E-06</td>
<td>1.05E-05</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>1.66E-05</td>
</tr>
<tr>
<td>g14</td>
<td>-</td>
<td>1.00E-03</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>8.49E-05</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>1.80E-04</td>
</tr>
<tr>
<td>g15</td>
<td>2.47E-03</td>
<td>1.52E-07</td>
</tr>
<tr>
<td></td>
<td>4.11E-04</td>
<td>7.29E-08</td>
</tr>
<tr>
<td></td>
<td>9.35E-04</td>
<td>3.84E-08</td>
</tr>
<tr>
<td>g16</td>
<td>2.17E-01</td>
<td>2.15E-01</td>
</tr>
<tr>
<td></td>
<td>1.70E-01</td>
<td>1.59E-01</td>
</tr>
<tr>
<td></td>
<td>8.08E-02</td>
<td>6.54E-02</td>
</tr>
<tr>
<td></td>
<td>3.27E-02</td>
<td>3.78E-02</td>
</tr>
<tr>
<td>g17</td>
<td>2.14E-07</td>
<td>2.40E-07</td>
</tr>
<tr>
<td></td>
<td>9.04E-08</td>
<td>1.02E-07</td>
</tr>
<tr>
<td></td>
<td>2.02E-08</td>
<td>4.03E-08</td>
</tr>
<tr>
<td></td>
<td>1.07E-07</td>
<td>6.33E-08</td>
</tr>
<tr>
<td>g18</td>
<td>3.42E-01</td>
<td>3.27E-01</td>
</tr>
<tr>
<td></td>
<td>2.92E-01</td>
<td>2.75E-01</td>
</tr>
<tr>
<td></td>
<td>2.18E-01</td>
<td>1.81E-01</td>
</tr>
<tr>
<td></td>
<td>3.25E-02</td>
<td>4.20E-02</td>
</tr>
<tr>
<td>g19</td>
<td>3.575</td>
<td>3.380</td>
</tr>
<tr>
<td></td>
<td>3.130</td>
<td>3.123</td>
</tr>
<tr>
<td></td>
<td>2.460</td>
<td>2.500</td>
</tr>
<tr>
<td></td>
<td>3.04E-01</td>
<td>2.63E-01</td>
</tr>
<tr>
<td>g20</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>g21</td>
<td>0.562</td>
<td>0.495</td>
</tr>
<tr>
<td></td>
<td>0.194</td>
<td>0.336</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0.018</td>
</tr>
<tr>
<td></td>
<td>1.97E-01</td>
<td>1.29E-01</td>
</tr>
<tr>
<td>g22</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>g23</td>
<td>6.909</td>
<td>0.004</td>
</tr>
<tr>
<td></td>
<td>0.924</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>2.56E-05</td>
</tr>
<tr>
<td></td>
<td>1.95E-00</td>
<td>9.17E-04</td>
</tr>
<tr>
<td>g24</td>
<td>0.313</td>
<td>0.303</td>
</tr>
<tr>
<td></td>
<td>0.211</td>
<td>0.203</td>
</tr>
<tr>
<td></td>
<td>0.036</td>
<td>0.036</td>
</tr>
<tr>
<td></td>
<td>7.87E-02</td>
<td>7.65E-02</td>
</tr>
</tbody>
</table>
Recalling from Section 4.2, the difference between ABC and M-ABC in experiment 2 is the smart flight operator. The join between this difference and the findings summarized in the previous list suggests that this operator favors the approach to the feasible region from more promising regions of the search space (i.e., better final results and higher P values by M-ABC combined with lower values for the AFES and Progress Ratio measures). However, this convenient approach may consume more evaluations to reach the feasible region in some test problems (i.e., higher EVALS values in some runs for some test problems). Finally, even both algorithms had the improved equality constraint handling mechanism, M-ABC could generate feasible solutions in more test problems in presence of equality constraints (FP measure).

It is well known from the No Free Lunch Theorems for optimization [42] that using such a limited number of test problems can not guarantee, in any way, that an algorithm (M-ABC in this case) which performs well on them, will be equally competitive in another set of problems. However, this empirical study aimed to provide some evidence on the behavior of ABC and its improved version in constrained continuous search spaces. This information may be useful for practitioners and researchers interested on using this nature-inspired algorithm on specific situations e.g., limited evaluations due to high computational cost, special interest in feasible solutions more than in optimal solutions, etc. For example, ABC seems to be more suitable to find feasible solutions faster than M-ABC. In contrast, M-ABC can provide a better feasible solution than ABC, but the evaluations required could be more than those required by ABC. Another example could be a problem with equality constraints, where M-ABC seems to be a better choice with respect to ABC.

4.6. Results of experiment 3

The comparison of the final results obtained by M-ABC and some state-of-the-art nature-inspired algorithms to solve CNOPs is presented in Table 11. The results are restricted to the first thirteen test problems (g01 to g13) because no results were found for the rest of them.

The algorithms used for comparison were: (1) the ensemble of constraint-handling techniques ECHT-EP2 [38] where four constraint-handling techniques cooperate among them by using Evolutionary Programming as a search algorithm, (2) HCOEA [39] where several mechanisms such as multi-objective optimization, global search based on a niching genetic algorithm
and a parallel local search operator with multi-parent crossover are combined and (3) ATMES [40], where different trade-off models based on feasibility are adopted. The four compared algorithms (ECHT-EP2, HCOEA, ATMES and M-ABC) performed 240,000 evaluations in their reported results.

The statistical values in Table 11 indicate that the four algorithms presented a similar performance in problems g01, g03, g04, g06, g08, g11 and g12. Based on t-test results, in problem g02 the differences observed between each compared algorithm and M-ABC were not significant. In problems g05, g07, g09 and g13 M-ABC was outperformed by the compared approaches. Nevertheless, in problems g07 and g09 the differences in statistical results were minimal. Finally, in problem g10 the differences were not significant with respect to ATMES, i.e., the performance was similar with respect to M-ABC, but ECHT-EP2 and HCOEA were better than M-ABC.

The comparison with state-of-the-art algorithms shows that, even M-ABC is a novel meta-heuristic nature-inspired approach, it has comparable results in most of the test problems.

5. Conclusions and future work

A modified version of the artificial bee colony algorithm to solve constrained numerical optimization problems was proposed in this paper. The mechanisms to handle equality and boundary constraints were improved with the aim to favor a more convenient approach to the feasible region of the search space. Furthermore, the fitness proportional selection of food sources utilized in the original ABC was supplanted by a binary tournament selection based on feasibility. Finally, to facilitate the location of food sources as convenient attractors in a constrained search space, the so-called smart flight operator was proposed to be used by the scout bee instead of the purely random generation of solutions employed by the original ABC.

Different aspects were compared in M-ABC and the original ABC such as their capabilities to reach the feasible region and the feasible global optimum, besides their associated computational cost measured by the number of evaluations required. Moreover, the evaluations required to generate the first feasible solution and the capability to improve such solution were also measured.

The results obtained in the first experiment showed that M-ABC outperformed the original ABC version when solving thirteen test problems, mostly in those with a high dimensionality and in presence of equality constraints.
Table 11: Results of experiment 3. Final results comparison of M-ABC with respect to state-of-the-art algorithms (HCOEA [39], ATMES [40] and ECHT-EP2 [38]) on 13 benchmark functions (g01-g13). A result in boldface indicates either a better result or that the global optimum (or best known solutions) was reached.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Std. Dev.</td>
<td>0.00E+00</td>
<td>4.30E-07</td>
<td>1.60E-14</td>
<td>0.00E+00</td>
</tr>
<tr>
<td>g02 -0.803619</td>
<td>Best</td>
<td>-0.803619</td>
<td>-0.803211</td>
<td>-0.80388</td>
<td>-0.803615</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>-0.799822</td>
<td>-0.801258</td>
<td>-0.790148</td>
<td>-0.799336</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>-0.785182</td>
<td>-0.792363</td>
<td>-0.750896</td>
<td>-0.777438</td>
</tr>
<tr>
<td></td>
<td>Std. Dev.</td>
<td>6.29E-03</td>
<td>3.83E-03</td>
<td>1.30E-02</td>
<td>6.84E-03</td>
</tr>
<tr>
<td>g03 -1</td>
<td>Best</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td></td>
<td>Std. Dev.</td>
<td>0.00E+00</td>
<td>8.51E-12</td>
<td>4.00E-12</td>
<td>0.00E+00</td>
</tr>
<tr>
<td>g04 -30665.539</td>
<td>Best</td>
<td>-30665.539</td>
<td>-30665.539</td>
<td>-30665.539</td>
<td>-30665.539</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>-30665.539</td>
<td>-30665.539</td>
<td>-30665.539</td>
<td>-30665.539</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>-30665.539</td>
<td>-30665.539</td>
<td>-30665.539</td>
<td>-30665.539</td>
</tr>
<tr>
<td></td>
<td>Std. Dev.</td>
<td>0.00E+00</td>
<td>5.40E-07</td>
<td>7.40E-12</td>
<td>2.22E-11</td>
</tr>
<tr>
<td>g05 5126.498</td>
<td>Best</td>
<td>5126.497</td>
<td>5126.498</td>
<td>5126.498</td>
<td>5126.496</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>5126.497</td>
<td>5126.498</td>
<td>5126.498</td>
<td>5126.496</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>5126.497</td>
<td>5126.498</td>
<td>5126.498</td>
<td>5126.496</td>
</tr>
<tr>
<td></td>
<td>Std. Dev.</td>
<td>0.00E+00</td>
<td>1.73E-07</td>
<td>1.80E+00</td>
<td>5.61E+01</td>
</tr>
<tr>
<td>g06 -6961.814</td>
<td>Best</td>
<td>-6961.814</td>
<td>-6961.814</td>
<td>-6961.814</td>
<td>-6961.814</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>-6961.814</td>
<td>-6961.814</td>
<td>-6961.814</td>
<td>-6961.814</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>-6961.814</td>
<td>-6961.814</td>
<td>-6961.814</td>
<td>-6961.814</td>
</tr>
<tr>
<td></td>
<td>Std. Dev.</td>
<td>0.00E+00</td>
<td>8.51E-12</td>
<td>4.00E-12</td>
<td>0.00E+00</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>24.306</td>
<td>24.307</td>
<td>24.316</td>
<td>24.415</td>
</tr>
<tr>
<td></td>
<td>Std. Dev.</td>
<td>3.19E-05</td>
<td>7.12E-04</td>
<td>1.10E-02</td>
<td>2.14E-01</td>
</tr>
<tr>
<td>g08 -0.095825</td>
<td>Best</td>
<td>-0.095825</td>
<td>-0.095825</td>
<td>-0.095825</td>
<td>-0.095825</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>-0.095825</td>
<td>-0.095825</td>
<td>-0.095825</td>
<td>-0.095825</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>-0.095825</td>
<td>-0.095825</td>
<td>-0.095825</td>
<td>-0.095825</td>
</tr>
<tr>
<td></td>
<td>Std. Dev.</td>
<td>0.00E+00</td>
<td>2.42E-17</td>
<td>2.80E-17</td>
<td>4.23E-17</td>
</tr>
<tr>
<td>g09 680.630</td>
<td>Best</td>
<td>680.630</td>
<td>680.630</td>
<td>680.630</td>
<td>680.632</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>680.630</td>
<td>680.630</td>
<td>680.630</td>
<td>680.647</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>680.630</td>
<td>680.630</td>
<td>680.630</td>
<td>680.691</td>
</tr>
<tr>
<td></td>
<td>Std. Dev.</td>
<td>2.61E-08</td>
<td>9.41E-08</td>
<td>1.00E-02</td>
<td>1.55E-02</td>
</tr>
<tr>
<td>g10 7049.248</td>
<td>Best</td>
<td>7049.248</td>
<td>7049.248</td>
<td>7049.263</td>
<td>7041.708</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>7049.249</td>
<td>7049.525</td>
<td>7250.437</td>
<td>7233.892</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>7049.250</td>
<td>7049.984</td>
<td>7500.224</td>
<td>7473.109</td>
</tr>
<tr>
<td></td>
<td>Std. Dev.</td>
<td>6.60E-04</td>
<td>1.56E-01</td>
<td>1.20E+02</td>
<td>1.10E+02</td>
</tr>
<tr>
<td>g11 0.75</td>
<td>Best</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>Std. Dev.</td>
<td>0.00E+00</td>
<td>1.55E-12</td>
<td>3.40E-04</td>
<td>2.30E-05</td>
</tr>
<tr>
<td>g12 -1</td>
<td>Best</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td></td>
<td>Std. Dev.</td>
<td>0.0E+00</td>
<td>0.00E+00</td>
<td>1.00E-03</td>
<td>0.00E+00</td>
</tr>
<tr>
<td>g13 0.053942</td>
<td>Best</td>
<td>0.053942</td>
<td>0.053942</td>
<td>0.053950</td>
<td>0.053950</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>0.053942</td>
<td>0.053942</td>
<td>0.053950</td>
<td>0.053950</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>0.053942</td>
<td>0.053942</td>
<td>0.053990</td>
<td>0.442965</td>
</tr>
<tr>
<td></td>
<td>Std. Dev.</td>
<td>1.00E-12</td>
<td>8.68E-08</td>
<td>1.30E-05</td>
<td>1.73E-01</td>
</tr>
</tbody>
</table>
The findings of the second experiment, which covered a direct comparison between M-ABC and a version of ABC with all the elements of M-ABC but without the smart flight operator, suggested that M-ABC is able to reach the feasible region, even in problems with equality constraints, from a more promising region with respect to ABC (though this behavior may cost more evaluations). Therefore, M-ABC is capable of reaching a better feasible solution despite a smaller capability to improve within the feasible region with respect to ABC.

The comparison made in the third experiment showed that M-ABC provided comparable results with respect to three state-of-the-art nature-inspired algorithms to solve CNOPs. Nevertheless, its performance still requires improvement as to cover more test problems with competitive results.

The future work includes testing other constraint-handling mechanisms suitable for a binary tournament selection such as the $\epsilon$-constrained method [43], using local search operators to improve the quality of solutions [44] and solving multi-objective constrained optimization problems. Finally, some tests will be carried out to analyze the sensitivity of M-ABC to its parameters such as $SN$, $MR$, and $Limit$.
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Appendix A.

The details of the 24 test problems utilized in this work are the following:

$$g_{01}$$

Minimize:

$$f(\vec{x}) = 5 \sum_{i=1}^{4} x_i - 5 \sum_{i=1}^{5} x_i^2 - 13 \sum_{i=5}^{13} x_i$$

(A.1)
Subject to:

\[
\begin{align*}
g_1(\vec{x}) &= 2x_1 + 2x_2 + x_{10} + x_{11} - 10 \leq 0 \\
g_2(\vec{x}) &= 2x_1 + 2x_3 + x_{10} + x_{12} - 10 \leq 0 \\
g_3(\vec{x}) &= 2x_2 + 2x_3 + x_{11} + x_{12} - 10 \leq 0 \\
g_4(\vec{x}) &= -8x_1 + x_{10} \leq 0 \\
g_5(\vec{x}) &= -8x_2 + x_{11} \leq 0 \\
g_6(\vec{x}) &= -8x_3 + x_{12} \leq 0 \\
g_7(\vec{x}) &= -2x_4 - x_5 + x_{10} \leq 0 \\
g_8(\vec{x}) &= -2x_6 - x_7 + x_{11} \leq 0 \\
g_9(\vec{x}) &= -2x_8 - x_9 + x_{12} \leq 0 
\end{align*}
\]

where 0 \leq x_i \leq 1 (i = 1, \ldots, 9), 0 \leq x_i \leq 100 (i = 10, 11, 12), and 0 \leq x_{13} \leq 1. The feasible global optimum is located at \( x^* = (1, 1, 1, 1, 1, 1, 1, 1, 1, 3, 3, 3, 1) \) where \( f(x^*) = -15 \). where \( g_1, g_2, g_3, g_7, g_8, g_9 \) are active constraints.

Minimize:

\[
f(\vec{x}) = -\left| \sum_{i=1}^{n} \cos^4(x_i) - 2 \prod_{i=1}^{n} \cos^2(x_i) \right| \sqrt{\sum_{i=1}^{n} i^2 x_i^2}
\]  \hspace{1cm} (A.2)

Subject to:

\[
\begin{align*}
g_1(\vec{x}) &= 0.75 - \prod_{i=1}^{n} x_i \leq 0 \\
g_2(\vec{x}) &= \sum_{i=1}^{n} x_i - 7.5n \leq 0 
\end{align*}
\]

where \( n = 20 \) and 0 \leq x_i \leq 10 (i = 1, \ldots, n). The best known solution is located at \( x = (3.1624061572185, 3.1283314281296, 3.08479212988791, 3.06614505923469, 3.02792915885555, 2.99382606701730, 2.9586871765285, 2.92184227312450, 0.9484251456933, 0.98835711005490, 0.48231642711865, 0.4764475092742, 0.4712955835493, 0.46623099264167, 0.46142004984199, 0.45683664767217, 0.45245876903267, 0.44826762241853, 0.4442470958760, 0.44038285956317),
\]

with \( f(x^*) = 0.80361910412559 \). \( g_1 \) is close to be active.

Minimize:

\[
f(\vec{x}) = -\left( \sqrt{n} \right)^n \prod_{i=1}^{n} x_i
\]  \hspace{1cm} (A.3)

Subject to:

\[
h(\vec{x}) = \sum_{i=1}^{n} x_i^2 - 1 = 0
\]

where n = 10 and 0 \leq x_i \leq 1 (i = 1, \ldots, n). The feasible global minimum is located at \( x_i^* = 1/\sqrt{n} \) (i = 1, \ldots, n) where \( f(x^*) = -1.00050010001000 \).
Minimize: 

\[ f(\vec{x}) = 5.3578547x_1^2 + 0.8356891x_1x_5 + 37.293239x_1 - 40792.141 \]  

(A.4)

Subject to:

\[
g_1(\vec{x}) = 85.334407 + 0.0056858x_2x_5 + 0.0006262x_1x_4 - 0.0022053x_3x_5 - 92 \leq 0
\]

\[
g_2(\vec{x}) = -85.334407 - 0.0056858x_2x_5 - 0.0006262x_1x_4 + 0.0022053x_3x_5 \leq 0
\]

\[
g_3(\vec{x}) = 80.51249 + 0.0071317x_2x_5 + 0.0029055x_1x_2 + 0.0021813x_2^2 - 110 \leq 0
\]

\[
g_4(\vec{x}) = -80.51249 - 0.0071317x_2x_5 - 0.0029055x_1x_2 - 0.0021813x_2^2 + 90 \leq 0
\]

\[
g_5(\vec{x}) = 9.300961 + 0.0047026x_2x_5 + 0.0012547x_1x_3 + 0.0019085x_3x_4 - 25 \leq 0
\]

\[
g_6(\vec{x}) = -9.300961 - 0.0047026x_2x_5 - 0.0012547x_1x_3 - 0.0019085x_3x_4 + 20 \leq 0
\]

where: 78 \leq x_1 \leq 102, 33 \leq x_2 \leq 45, 27 \leq x_i \leq 45 (i = 3, 4, 5). The feasible global optimum is located at \( x^* = (78, 33, 29.9952560256815985, 45, 36.7758129057882073) \) where \( f(x^*) = -30665.539 \). \( g_1 \) and \( g_6 \) are active constraints.

\textbf{g05}

Minimize: 

\[ f(\vec{x}) = 3x_1 + 0.000001x_1^2 + 2x_2 + (0.000002/3)x_2^2 \]  

(A.5)

Subject to:

\[
g_1(\vec{x}) = -x_1 + x_3 - 0.55 \leq 0
\]

\[
g_2(\vec{x}) = -x_1 + x_4 - 0.55 \leq 0
\]

\[
h_3(\vec{x}) = 1000 \sin(-x_3 - 0.25) + 1000 \sin(-x_4 - 0.25) + 894.8 - x_1 = 0
\]

\[
h_4(\vec{x}) = 1000 \sin(x_3 - 0.25) + 1000 \sin(x_3 - x_4 - 0.25) + 894.8 - x_2 = 0
\]

\[
h_5(\vec{x}) = 1000 \sin(x_4 - 0.25) + 1000 \sin(x_4 - x_3 - 0.25) + 1294.8 = 0
\]

where 0 \leq x_1 \leq 1200, 0 \leq x_2 \leq 1200, -0.55 \leq x_3 \leq 0.55, and -0.55 \leq x_4 \leq 0.55. The best known solution is located at: \( x^* = (679.945148297028709, 1026.06697600004691, 0.118876369094410433, -0.396233485215178266) \) where \( f(x^*) = 5126.4967140071 \).

\textbf{g06}

Minimize: 

\[ f(\vec{x}) = (x_1 - 10)^3 + (x_2 - 20)^3 \]  

(A.6)

Subject to:

\[
g_1(\vec{x}) = -(x_1 - 5)^2 - (x_2 - 5)^2 + 100 \leq 0
\]

\[
g_2(\vec{x}) = (x_1 - 6)^2 + (x_2 - 5)^2 - 82.81 \leq 0
\]

where 13 \leq x_1 \leq 100 and 0 \leq x_2 \leq 100. The feasible global optimum is located at: \( x^* = (14.09500000000000064, 0.8429607892154795668) \) where \( f(x^*) = -6961.81387558015 \). Both constraints are active.

\textbf{g07}

Minimize: 

\[ f(\vec{x}) = x_1^2 + x_2^2 + x_1x_2 - 14x_1 - 16x_2 + (x_3 - 10)^2 + 4(x_4 - 5)^2 + (x_5 - 3)^2 + 2(x_6 - 1)^2 + 5x_7^2 + 7(x_8 - 11)^2 + 2(x_9 - 10)^2 + (x_{10} - 7)^2 + 45 \]  

(A.7)
where $-10 \leq x_i \leq 10$ ($i = 1, \ldots, 10$). The feasible global optimum is located at $x^* = (2.17199634142692, 2.3636830416034, 8.7739257393157, 5.09598443745173, 0.990654756560493, 1.43057392853463, 1.3216941536430, 9.28272576524495, 8.2800915887356, 8.375926477347)$ where $f(x^*) = 24.30620096818$. $g_1$, $g_2$, $g_3$, $g_4$, $g_5$, and $g_6$ are active constraints.

\textbf{g08}

Minimize:

$$f(\vec{x}) = -\frac{\sin^3(2\pi x_1) \sin(2\pi x_2)}{x_1^2(x_1 + x_2)}$$  \hfill (A.8)$$

Subject to:

\begin{align*}
g_1(\vec{x}) &= x_1^2 - x_2 + 1 \leq 0 \\
g_2(\vec{x}) &= 1 - x_1 + (x_2 - 4)^2 \leq 0
\end{align*}

where $0 \leq x_1 \leq 10$ and $0 \leq x_2 \leq 10$. The feasible global optimum is located at: $x^* = (1.22797135260752599, 4.2453736612274885)$ with $f(x^*) = -0.95250414180359$.

\textbf{g09}

Minimize:

$$f(\vec{x}) = (x_1 - 10)^2 + 5(x_2 - 12)^2 + x_3^4 + 3(x_4 - 11)^2 + 10x_5^2 + 7x_6^2 + x_7^4 - 4x_6x_7 - 10x_6 - 8x_7$$  \hfill (A.9)$$

Subject to:

\begin{align*}
g_1(\vec{x}) &= -127 + 2x_1^2 + 3x_1^4 + x_3 + 4x_4^2 + 5x_5 \leq 0 \\
g_2(\vec{x}) &= -282 + 7x_1 + 3x_2 + 10x_3^2 + x_4 - x_5 \leq 0 \\
g_3(\vec{x}) &= -196 + 23x_1 + x_2^3 + 6x_3^2 - 8x_4 \leq 0 \\
g_4(\vec{x}) &= 4x_1^2 + x_2^2 - 3x_1x_2 + 2x_3^2 + 5x_6 - 11x_7 \leq 0
\end{align*}

where $-10 \leq x_i \leq 10$ ($i = 1, \ldots, 7$). The feasible global optimum is located at: $x^* = (2.33019935147405174, 1.95137296847114592, -0.47754139051615805, 4.3657264922625874, -0.62448695910088983, 1.03813099410962173, 1.5942266780671519)$ with $f(x^*) = 680.630057374402$. $g_1$ and $g_4$ are active constraints.

\textbf{g10}

Minimize:

$$f(\vec{x}) = x_1 + x_2 + x_3$$  \hfill (A.10)$$
Subject to:

\[ g_1(\vec{x}) = -1 + 0.0025(x_4 + x_6) \leq 0 \]
\[ g_2(\vec{x}) = -1 + 0.0025(x_5 + x_7 - x_4) \leq 0 \]
\[ g_3(\vec{x}) = -1 + 0.01(x_6 - x_3) \leq 0 \]
\[ g_4(\vec{x}) = -x_1x_6 + 833.33252x_4 + 100x_1 - 83333.333 \leq 0 \]
\[ g_5(\vec{x}) = -x_2x_7 + 1250x_5 + x_2x_4 - 1250x_4 \leq 0 \]
\[ g_6(\vec{x}) = -x_3x_8 + 1250000 + x_3x_5 - 2500x_5 \leq 0 \]

where 100 \leq x_1 \leq 10000, 1000 \leq x_i \leq 10000, (i = 2, 3), 10 \leq x_i \leq 1000, (i = 4, \ldots, 8). The feasible global optimum is located at \( x^* = (579.30685017979589, 1359.97067807935605, 5109.9705743133317, 182.0176963061534, 295.601173702746792, 217.982300369384632, 286.4165292786852, 395.601173702746735) \) with \( f(x^*) = 7049.24802052867 \). \( g_1, g_2, \) and \( g_3 \) are active constraints.

\textbf{g11}

Minimize:

\[ f(\vec{x}) = x_1^2 + (x_2 - 1)^2 \quad (A.11) \]

Subject to:

\[ h(\vec{x}) = x_2 - x_2^2 = 0 \]

where: -1 \leq x_1 \leq 1, -1 \leq x_2 \leq 1. The feasible global optimum is located at \( x^* = (\pm 1/\sqrt{2}, 1/2) \) with \( f(x^*) = 0.7499 \).

\textbf{g12}

Minimize:

\[ f(\vec{x}) = -\frac{100 - (x_1 - 5)^2 - (x_2 - 5)^2 - (x_3 - 5)^2}{100} \quad (A.12) \]

Subject to:

\[ g_1(\vec{x}) = (x_1 - p)^2 + (x_2 - q)^2 + (x_3 - r)^2 - 0.0625 \leq 0 \]

where 0 \leq x_i \leq 10 (i = 1, 2, 3) and \( p, q, r = 1, 2, \ldots, 9 \). The feasible region consists on \( 9^3 \) disjoint spheres. A point \((x_1, x_2, x_3)\) is feasible if and only if there exist \( p, q, r \) such that the above inequality holds. The feasible global optimum is located at \( x^* = (5, 5, 5) \) with \( f(x^*) = -1 \).
g13
Minimize:

\[ f(\vec{x}) = e^{x_1 x_2 x_3 x_4} \]  
(A.13)

Subject to:

\[
\begin{align*}
    h_1(\vec{x}) &= x_1^2 + x_2^2 + x_3^2 + x_4^2 - 10 = 0 \\
    h_2(\vec{x}) &= x_2 x_3 - 5 x_4 = 0 \\
    h_3(\vec{x}) &= x_1^4 + x_2^3 + 1 = 0
\end{align*}
\]

where \(-2.3 \leq x_i \leq 2.3\) \((i = 1, 2)\) and \(-3.2 \leq x_i \leq 3.2\) \((i = 3, 4)\). The feasible global optimum is at \(\vec{x}^* = (-1.71714224003, 1.59572124049468, 1.8272502406271, -0.763659881912867, -0.76365986736498)\) with \(f(\vec{x}^*) = 0.053941514041898\).

g14
Minimize:

\[ f(\vec{x}) = \sum_{i=1}^{10} x_i \left( c_i + \ln \frac{x_i}{\sum_{j=1}^{10} x_j} \right) \]  
(A.14)

Subject to:

\[
\begin{align*}
    h_1(\vec{x}) &= x_1 + 2 x_2 + 2 x_3 + x_6 + x_10 - 2 = 0 \\
    h_2(\vec{x}) &= x_4 + 2 x_5 + x_6 + x_7 - 1 = 0 \\
    h_3(\vec{x}) &= x_3 + x_7 + x_8 + 2 x_9 + x_10 - 1 = 0
\end{align*}
\]

where \(0 \leq x_i \leq 10\) \((i = 1, \ldots, 10)\), and \(c_1 = -6.089, c_2 = -17.164, c_3 = -34.054, c_4 = -5.914, c_5 = -24.721, c_6 = -14.986, c_9 = -26.662, c_{10} = -22.179\). The best known solution is at \(\vec{x}^* = (0.040684113216282, 0.147721240492452, 0.783205773141114, 0.001413391889084, 0.485293636780388, 0.000693183051556082, 0.0274052040687766, 0.0179509660214818, 0.0373268186859717, 0.096884640368453)\) with \(f(\vec{x}^*) = -47.7648884594915\).

g15
Minimize:

\[ f(\vec{x}) = 1000 - x_1^2 - 2 x_2^2 - x_3^2 - x_1 x_2 - x_1 x_3 \]  
(A.15)

Subject to:

\[
\begin{align*}
    h_1(\vec{x}) &= x_1^2 + x_2^2 + x_3^2 - 25 = 0 \\
    h_2(\vec{x}) &= 8 x_4 + 14 x_2 + 7 x_3 - 56 = 0
\end{align*}
\]

where \(0 \leq x_i \leq 10\) \((i = 1, 2, 3)\). The best known solution is at \(\vec{x}^* = (3.51212812611795133, 0.21698751042956135, 3.55217854929179921)\) with \(f(\vec{x}^*) = 961.71502289961\).

g16
Minimize:

\[
\begin{align*}
    f(\vec{x}) &= 0.000117 y_{14} + 0.1365 + 0.00002358 y_{13} + 0.000001502 y_{16} \\
    &+ 0.0321 y_{12} + 0.004324 y_{5} + 0.0001 \frac{1}{y_{18}} \\
    &+ 37.48 \frac{1}{y_{12}} - 0.000005843 y_{17}
\end{align*}
\]  
(A.16)
Subject to:

\[ g_1(\vec{x}) = 0.28 \frac{x_7}{y_2} y_5 - y_4 \leq 0 \]
\[ g_2(\vec{x}) = x_3 - 1.5 x_2 \leq 0 \]
\[ g_3(\vec{x}) = 3496.62 - 21 y_4 \leq 0 \]
\[ g_4(\vec{x}) = 110.6 + y_1 - 62212 \frac{c_{17}}{c_{12}} \leq 0 \]
\[ g_5(\vec{x}) = 213.1 - y_3 \leq 0 \]
\[ g_6(\vec{x}) = y_1 - 405.24 \leq 0 \]
\[ g_7(\vec{x}) = 17.505 - y_2 \leq 0 \]
\[ g_8(\vec{x}) = y_2 - 1053.6667 \leq 0 \]
\[ g_9(\vec{x}) = 11.275 - y_3 \leq 0 \]
\[ g_{10}(\vec{x}) = y_3 - 35.03 \leq 0 \]
\[ g_{11}(\vec{x}) = 214.228 - y_4 \leq 0 \]
\[ g_{12}(\vec{x}) = y_4 - 665.585 \leq 0 \]
\[ g_{13}(\vec{x}) = 7.458 - y_5 \leq 0 \]
\[ g_{14}(\vec{x}) = y_5 - 584.463 \leq 0 \]
\[ g_{15}(\vec{x}) = 0.961 - y_6 \leq 0 \]
\[ g_{16}(\vec{x}) = y_6 - 265.916 \leq 0 \]
\[ g_{17}(\vec{x}) = 1.612 - y_7 \leq 0 \]
\[ g_{18}(\vec{x}) = y_7 - 7.046 \leq 0 \]
\[ g_{19}(\vec{x}) = 0.146 - y_8 \leq 0 \]
\[ g_{20}(\vec{x}) = y_8 - 0.222 \leq 0 \]
\[ g_{21}(\vec{x}) = 107.99 - y_9 \leq 0 \]
\[ g_{22}(\vec{x}) = y_9 - 273.366 \leq 0 \]
\[ g_{23}(\vec{x}) = 922.693 - y_{10} \leq 0 \]
\[ g_{24}(\vec{x}) = y_{10} - 1286.105 \leq 0 \]
\[ g_{25}(\vec{x}) = 926.832 - y_{11} \leq 0 \]
\[ g_{26}(\vec{x}) = y_{11} - 1444.046 \leq 0 \]
\[ g_{27}(\vec{x}) = 18.766 - y_{12} \leq 0 \]
\[ g_{28}(\vec{x}) = y_{12} - 537.141 \leq 0 \]
\[ g_{29}(\vec{x}) = 1072.163 - y_{13} \leq 0 \]
\[ g_{30}(\vec{x}) = y_{13} - 3247.039 \leq 0 \]
\[ g_{31}(\vec{x}) = 8961.448 - y_{14} \leq 0 \]
\[ g_{32}(\vec{x}) = y_{14} - 26844.086 \leq 0 \]
\[ g_{33}(\vec{x}) = 0.063 - y_{15} \leq 0 \]
\[ g_{34}(\vec{x}) = y_{15} - 0.386 \leq 0 \]
\[ g_{35}(\vec{x}) = 71084.33 - y_{16} \leq 0 \]
\[ g_{36}(\vec{x}) = -140000 + y_{16} \leq 0 \]
\[ g_{37}(\vec{x}) = 2802713 - y_{17} \leq 0 \]
\[ g_{38}(\vec{x}) = y_{17} - 12146108 \leq 0 \]

where
\[ y_1 = x_2 + x_3 + 41.6 \]
\[ c_1 = 0.024x_4 - 4.62 \]
\[ y_2 = \frac{12.3}{c_1} + 12 \]
\[ c_2 = 0.0003535x_2^2 + 0.5311x_1 + 0.08705y_2x_1 \]
\[ c_3 = 0.052x_1 + 78 + 0.0023777y_2x_1 \]
\[ y_3 = c_5 \]
\[ y_4 = 19y_3 \]
\[ c_4 = 0.04782(x_1 - y_3) + \frac{0.1956(x_2 - y_2)^2}{x_2} + 0.6376y_4 + 1.594y_3 \]
\[ c_5 = 100x_2 \]
\[ c_6 = x_1 - y_3 + y_4 \]
\[ c_7 = 0.950 - \frac{c_7}{c_5} \]
\[ y_5 = c_6c_7 \]
\[ y_6 = x_1 - y_5 - y_4 - y_3 \]
\[ c_8 = (y_5 + y_4)0.995 \]
\[ y_7 = c_8 \]
\[ y_8 = \frac{y_7}{\sqrt{y_7}} \]
\[ c_9 = y_7 - \frac{0.0663y_7}{y_9} - 0.3153 \]
\[ y_9 = 96.82 + 0.321y_1 \]
\[ y_{10} = 1.29y_5 + 1.258y_4 + 2.29y_3 + 1.71y_6 \]
\[ y_{11} = 1.71x_1 - 0.452y_4 + 0.580y_3 \]
\[ c_{10} = \frac{12.3}{y_{10}} \]
\[ c_{11} = (1.75y_2)(0.995x_1) \]
\[ c_{12} = 0.995y_{10} + 1998 \]
\[ y_{12} = c_{10}x_1 + \frac{c_{12}}{c_{12}} \]
\[ y_{13} = c_{12} + 1.75y_2 \]
\[ y_{14} = 3623 + 64.4x_2 + 58.4x_3 + \frac{146312}{y_{10} + x_5} \]
\[ c_{13} = 0.995y_{10} + 60.8x_2 + 48x_4 - 0.1121y_{14} - 5095 \]
\[ y_{15} = \frac{c_{13}}{c_{13}} \]
\[ y_{16} = 148000 - 331000y_{15} + 40y_{13} - 61y_{15}y_{13} \]
\[ c_{14} = 2324y_{10} - 2874000y_2 \]
\[ y_{17} = 14130000 - 1328y_{10} - 531y_{11} + \frac{c_{14}}{c_{12}} \]
\[ c_{15} = \frac{y_{14}}{y_{15}} - \frac{y_{15}}{y_{15}} \]
\[ c_{16} = 1.104 - 0.72y_{15} \]
\[ c_{17} = y_9 + x_3 \]

and where 704.4148 \leq x_1 \leq 906.3855, 68.6 \leq x_2 \leq 288.88, 0 \leq x_3 \leq 134.75, 193 \leq x_4 \leq 287.0966, and 25 \leq x_5 \leq 84.1988.

The best known solution is at: \( x^* = (705.17453707090537, 68.5999999999943, 102.89999999999991, 282.32431593660324, 37.5841164258054832) \) with \( f(x^*) = -1.90515525853479 \).

\[ g_{17} \]

Minimize:

\[ f(\bar{x}) = f(x_1) + f(x_2) \]  
(A.17)
where

\[ f_1(x_1) = \begin{cases} 30x_1 & 0 \leq x_1 < 300 \\ 31x_1 & 300 \leq x_1 < 400 \end{cases} \]

\[ f_2(x_2) = \begin{cases} 28x_2 & 0 \leq x_2 < 100 \\ 29x_2 & 100 \leq x_2 < 200 \\ 30x_2 & 200 \leq x_2 < 1000 \end{cases} \]

Subject to:

\[ h_1(\vec{x}) = -x_1 + 300 - \frac{x_2}{131.078} \cos(1.48477 - x_6) + \frac{0.90798x_2^2}{131.078} \cos(1.47588) \]

\[ h_2(\vec{x}) = -x_2 - \frac{x_3}{131.078} \cos(1.48477 + x_6) + \frac{0.90798x_2^2}{131.078} \cos(1.47588) \]

\[ h_3(\vec{x}) = -x_3 - \frac{x_4}{131.078} \sin(1.48477 + x_6) + \frac{0.90798x_2^2}{131.078} \sin(1.47588) \]

\[ h_4(\vec{x}) = 200 - \frac{x_5}{131.078} \sin(1.48477 - x_6) + \frac{0.90798x_2^2}{131.078} \sin(1.47588) \]

and where \( 0 \leq x_1 \leq 400, \, 0 \leq x_2 \leq 1000, \, 340 \leq x_3 \leq 420, \, 340 \leq x_4 \leq 420, \, -1000 \leq x_5 \leq 1000, \) and \( 0 \leq x_6 \leq 0.5236. \) The best known solution is at \( x^* = (201.784467214523659, \, 99.99999999999999, \, 383.071034852773266, \, 420, \, -10.9076584514292652, \, 0.0731482312084287128) \) with \( f(x^*) = 8853.53967480648. \)

Minimize:

\[ f(\vec{x}) = -0.5(x_1x_4 - x_2x_3 + x_3x_9 - x_5x_9 + x_5x_8 - x_6x_7) \quad (A.18) \]

Subject to:

\[ g_1(\vec{x}) = x_1^2 + x_2^2 - 1 \leq 0 \]
\[ g_2(\vec{x}) = x_3^2 - 1 \leq 0 \]
\[ g_3(\vec{x}) = x_4^2 + x_5^2 - 1 \leq 0 \]
\[ g_4(\vec{x}) = x_1^2 + (x_2 - x_9)^2 - 1 \leq 0 \]
\[ g_5(\vec{x}) = (x_1 - x_5)^2 + (x_2 - x_9)^2 - 1 \leq 0 \]
\[ g_6(\vec{x}) = (x_1 - x_7)^2 + (x_2 - x_8)^2 - 1 \leq 0 \]
\[ g_7(\vec{x}) = (x_3 - x_5)^2 + (x_4 - x_9)^2 - 1 \leq 0 \]
\[ g_8(\vec{x}) = (x_3 - x_7)^2 + (x_4 - x_8)^2 - 1 \leq 0 \]
\[ g_9(\vec{x}) = x_2^2 + (x_8 - x_9)^2 - 1 \leq 0 \]
\[ g_{10}(\vec{x}) = x_2x_3 - x_1x_4 \leq 0 \]
\[ g_{11}(\vec{x}) = -x_3x_9 \leq 0 \]
\[ g_{12}(\vec{x}) = x_5x_9 \leq 0 \]
\[ g_{13}(\vec{x}) = x_6x_7 - x_5x_8 \leq 0 \]

where \(-10 \leq x_i \leq 10 \ (i = 1, \ldots, 8)\) and \(0 \leq x_9 \leq 20. \) The best known solution is at:

\[ x^* = (-0.657776192427943163, -0.153418773482438542, 0.323413871765240938, -0.946257611651304398, -0.657776194376798906, -0.753213434632691414, 0.323413874123576972, -0.34646294796231231735, 0.59979466285217542) \] with \( f(x^*) = -0.866025403784439. \)

g19
Minimize:

\[
f(\vec{x}) = \sum_{j=1}^{5} \sum_{i=1}^{5} c_{ij} x_{(10+j)x(10+j)} + 2 \sum_{j=1}^{5} d_j x_j^3 - \sum_{i=1}^{10} b_i x_i \quad (A.19)
\]

Subject to:

\[
g_j(\vec{x}) = -2 \sum_{i=1}^{5} c_{ij} x_{(10+i)} - e_j + \sum_{i=1}^{10} a_{ij} x_i \leq 0 \quad j = 1, \ldots, 5
\]

where \( \vec{b} = [-40, -2, -0.25, -4, -4, -1, -40, -60, 5, 1] \) and the remaining values are taken from Table A.1, \( 0 \leq x_i \leq 10 \) \((i = 1, \ldots, 15) \). The best known solution is at \( x^* = (1.66991341326291344 e^{-17}, 3.95378229282456509 e^{-16}, 3.94599045143233784, 1.06036597479721211 e^{-16}, 3.2831773458454161, 9.99999999999999822, 1.128294167165333 e^{-17}, 1.2026194599794709 e^{-17}, 2.5070627600076997 e^{-15}, 2.2462412298797067 e^{-15}, 0.370764847417013987, 0.27845602494295571, 0.52838487677241171, 0.388620152510322781, 0.298156764974678579) \) with \( f(x^*) = 32.655929502463 \).
\[
g_i(x) = \frac{(x_i + x_{i+12})}{\sum_{j=1}^{24} x_j + e_i} \leq 0, \quad i = 1, 2, 3
\]
\[
g_i(x) = \frac{(x_i + 3 + x_{i+15})}{\sum_{j=1}^{24} x_j + e_i} \leq 0, \quad i = 4, 5, 6
\]
\[
h_1(x) = \frac{x_{i+12}}{a_{i+12} \sum_{j=13}^{24} x_j} - \frac{40 b_i \sum_{j=1}^{12} x_j}{b_i} = 0, \quad i = 1, \ldots, 12
\]
\[
h_{13}(x) = \sum_{i=1}^{24} x_i - 1 = 0
\]
\[
h_{14}(x) = \sum_{i=1}^{12} \frac{x_i - 1}{d_i} + k \sum_{i=13}^{24} \frac{x_i}{b_i} - 1.671 = 0
\]

<table>
<thead>
<tr>
<th>i</th>
<th>(a_i)</th>
<th>(b_i)</th>
<th>(c_i)</th>
<th>(d_i)</th>
<th>(e_i)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0693</td>
<td>44.094</td>
<td>123.7</td>
<td>31.244</td>
<td>0.1</td>
</tr>
<tr>
<td>2</td>
<td>0.0577</td>
<td>58.12</td>
<td>31.7</td>
<td>36.12</td>
<td>0.3</td>
</tr>
<tr>
<td>3</td>
<td>0.05</td>
<td>58.12</td>
<td>45.7</td>
<td>34.784</td>
<td>0.4</td>
</tr>
<tr>
<td>4</td>
<td>0.2</td>
<td>137.4</td>
<td>14.7</td>
<td>92.7</td>
<td>0.3</td>
</tr>
<tr>
<td>5</td>
<td>0.26</td>
<td>120.9</td>
<td>84.7</td>
<td>82.7</td>
<td>0.6</td>
</tr>
<tr>
<td>6</td>
<td>0.55</td>
<td>170.9</td>
<td>27.7</td>
<td>91.6</td>
<td>0.3</td>
</tr>
<tr>
<td>7</td>
<td>0.25</td>
<td>62.501</td>
<td>49.7</td>
<td>56.708</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>84.94</td>
<td>7.1</td>
<td>82.7</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0.12</td>
<td>133.425</td>
<td>2.1</td>
<td>80.8</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.18</td>
<td>82.507</td>
<td>17.7</td>
<td>64.517</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>0.1</td>
<td>46.07</td>
<td>0.85</td>
<td>49.4</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>0.09</td>
<td>60.097</td>
<td>0.64</td>
<td>49.1</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>0.0693</td>
<td>44.094</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>0.5777</td>
<td>6</td>
<td>58.12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.05</td>
<td>58.12</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>0.2</td>
<td>137.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>0.26</td>
<td>120.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>0.55</td>
<td>170.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>0.06</td>
<td>62.501</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.1</td>
<td>84.94</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>0.12</td>
<td>133.425</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>0.18</td>
<td>82.507</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>0.1</td>
<td>46.07</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>0.09</td>
<td>60.097</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table A.2: Data set for test problem g20

where \(k = (0.7302)(530)(14.740)\) and the data set is detailed Table A.2. \(0 \leq x_i \leq 10\) (\(i = 1, \ldots, 24\)). The best known solution is at \(x^* = \left(1.28582343498528086e^{-18}, 4.834600302526130664e^{-34}, 0, 0, 6.30459929660781851e^{-18}, 7.57192526201145068e^{-34}, 5.033500698372840437e^{-34}, 9.28268079616618064e^{-34}, 0, 1.76723384525547359e^{-17}, 3.5568610182965701e^{-34}, 2.99413850083471346e^{-34}, 0, 1.58143376337580827, 2.296017741699833e^{-19}, 1.06100938611042947e^{-18}, 1.31968344319506391e^{-18}, 0.5309025252042499539, 0, 2.89148310257773553e^{-18}, 3.34892126180661596e^{-18}, 0, 0.310999974151577319, 5.4124466637835561e^{-05}, 4.849931652469553e^{-16}\)). This solution is slightly infeasible and no feasible solution has been reported so far.

g21
Minimize:

\[ f(\bar{x}) = x_1 \]  \hspace{1cm} (A.21)

Subject to:

\[ g_1(\bar{x}) = -x_1 + x_2^{0.6} + x_3^{0.6} \leq 0 \]

\[ h_1(\bar{x}) = -300x_3 + 7500x_5 - 7500x_6 - 25x_4x_5 + 25x_4x_6 + x_3x_4 = 0 \]

\[ h_2(\bar{x}) = 100x_2 + 155.365x_4 + 2500x_7 - x_2x_4 - 24x_4x_7 - 15536.5 = 0 \]

\[ h_3(\bar{x}) = -x_5 + \ln(-x_4 + 900) = 0 \]

\[ h_4(\bar{x}) = -x_6 + \ln(x_4 + 300) = 0 \]

\[ h_5(\bar{x}) = -x_7 + \ln(-2x_4 + 700) = 0 \]

where \(0 \leq x_1 \leq 1000, 0 \leq x_2, x_3 \leq 40, 100 \leq x_4 \leq 300, 6.3 \leq x_5 \leq 6.7, 5.9 \leq x_6 \leq 6.4\), and \(4.5 \leq x_7 \leq 6.25\). The best known solution is at: \(x^* = (193.724510070034967, 5.5694413153368433e^{-27}, 17.3191887294084914, 100.047897801386839, 6.68445185362377892, 5.99168424844264833, 6.2145164886070451)\) with \(f(x^*) = 193.724510070035\).

\[ g22 \]

Minimize:

\[ f(\bar{x}) = x_1 \]  \hspace{1cm} (A.22)

Subject to:

\[ g_1(\bar{x}) = -x_1 + x_2^{0.6} + x_3^{0.6} \leq 0 \]

\[ h_1(\bar{x}) = x_5 - 100000x_8 + 1 \times 10^7 = 0 \]

\[ h_2(\bar{x}) = x_6 - 100000x_8 - 100000x_9 = 0 \]

\[ h_3(\bar{x}) = x_7 - 100000x_9 - 5 \times 10^7 = 0 \]

\[ h_4(\bar{x}) = x_5 - 100000x_{10} - 3.3 \times 10^7 = 0 \]

\[ h_5(\bar{x}) = x_6 - 100000x_{11} - 4.4 \times 10^7 = 0 \]

\[ h_6(\bar{x}) = x_7 - 100000x_{12} - 6.6 \times 10^7 = 0 \]

\[ h_7(\bar{x}) = x_5 - 120x_{2x_{13}} = 0 \]

\[ h_8(\bar{x}) = x_6 - 80x_{3x_{14}} = 0 \]

\[ h_9(\bar{x}) = x_7 - 40x_{4x_{15}} = 0 \]

\[ h_{10}(\bar{x}) = x_8 - x_{11} + x_{16} = 0 \]

\[ h_{11}(\bar{x}) = x_9 - x_{12} + x_{17} = 0 \]

\[ h_{12}(\bar{x}) = -x_{18} + \ln(x_{10} - 100) = 0 \]

\[ h_{13}(\bar{x}) = -x_{19} + \ln(-x_8 + 300) = 0 \]

\[ h_{14}(\bar{x}) = -x_{20} + \ln(x_{16}) = 0 \]

\[ h_{15}(\bar{x}) = -x_{21} + \ln(-x_9 + 400) = 0 \]

\[ h_{16}(\bar{x}) = -x_{22} + \ln(x_{17}) = 0 \]

\[ h_{17}(\bar{x}) = -x_8 - x_{10} + x_{13}x_{18} - x_{13}x_{19} + 400 = 0 \]

\[ h_{18}(\bar{x}) = x_8 - x_9 + x_{14}x_{20} - x_{14}x_{21} = 0 \]

\[ h_{19}(\bar{x}) = x_9 - x_{12} - 6.6517x_{15} + x_{15}x_{22} + 100 = 0 \]

where \(0 \leq x_1 \leq 20000, 0 \leq x_2, x_3, x_4 \leq 1 \times 10^4, 0 \leq x_5, x_6, x_7 \leq 4 \times 10^7, 100 \leq x_8 \leq 299.99, 100 \leq x_9 \leq 399.99, 100.01 \leq x_{10} \leq 300, 100 \leq x_{11} \leq 400, 100 \leq x_{12} \leq 600, 0 \leq x_{13}, x_{14}, x_{15} \leq 5000, 0.01 \leq x_{16} \leq 300, 0.01 \leq x_{17} \leq 400, -4.7 \leq x_{18}, x_{19}, x_{20}, x_{21}, x_{22} \leq 6.25\). The best known solution is at: \(x^* = (236.4309755404001054, 135.82847151732463, 204.818152544824585, 6446.54654059436416, 300754.83940215595, 4074188.65771341929, 3291620.5028952882, 130.075408394314167, 170.817294970528621, 299.924591605478554, 399.258113423595205, 330.817294971142758, 50)

Minimize: 
\[ f(\vec{x}) = -9x_3 - 15x_8 + 6x_1 + 16x_2 + 10(x_6 + x_7) \]  
(A.23)

Subject to:

\[ g_1(\vec{x}) = x_9x_3 + 0.02x_6 - 0.025x_5 \leq 0 \]
\[ g_2(\vec{x}) = x_9x_4 + 0.02x_7 - 0.015x_8 \leq 0 \]
\[ h_1(\vec{x}) = x_1 + x_2 - x_3 - x_4 = 0 \]
\[ h_2(\vec{x}) = 0.03x_1 + 0.01x_2 - x_9 (x_3 + x_4) = 0 \]
\[ h_3(\vec{x}) = x_3 + x_6 - x_5 = 0 \]
\[ h_4(\vec{x}) = x_4 + x_7 - x_8 = 0 \]

where \( 0 \leq x_1, x_2, x_6 \leq 300, 0 \leq x_3, x_5, x_7 \leq 100, 0 \leq x_4, x_8 \leq 200, \) and \( 0.01 \leq x_9 \leq 0.03. \) The best known solution is at: \( x^* = (0.005100000000259465, 99.9947000000000514, 9.01920162996045897e^{-18}, 99.9999000000000535, 0.00010000000027086086, 2.75700683389584542e^{-14}, 99.99999999999574, 2000.010000010000100008) \) with \( f(x^*) = -400.05509999999584. \)

Minimize: 
\[ f(\vec{x}) = -x_1 - x_2 \]  
(A.24)

Subject to:

\[ g_1(\vec{x}) = -2x_1^4 + 8x_1^3 - 8x_1^2 + x_2 - 2 \leq 0 \]
\[ g_2(\vec{x}) = -4x_1^4 + 32x_1^3 - 88x_1^2 + 96x_1 + x - 2 - 36 \leq 0 \]

where \( 0 \leq x_1 \leq 3 \) and \( 0 \leq x_2 \leq 4. \) The feasible global minimum is at: \( x^* = (2.329520197477623, 17849307411774) \) with \( f(x^*) = -5.50801327159536. \) This problem has a feasible region consisting on two disconnected sub-regions.