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Abstract—In this paper, we present an improved Genetic Algorithm (GA) that is able to find the shortest addition chains for a given exponent $e$. Two new variation operators (special two-point crossover and a local-search-like mutation) are proposed as a means to improve the GA search capabilities. Furthermore, the usage of an improved repair mechanism is applied to the process of generating the initial population of the algorithm. The proposed approach is compared on a set of test problems with two state-of-the-art evolutionary heuristic-based approaches recently published. Finally, the modified GA is used to find the optimal addition chain length for a small collection of “hard” exponents. The results obtained are competitive and even better in the more difficult instances of the exponentiation problem that were considered here.

I. INTRODUCTION

A prime finite field, denoted as $F=\mathbb{GF}(p)$, is the set of $p$ integers in the range $[0,1,2,\ldots,p-1]$, where $p$ is a prime number. In a prime finite field, customary arithmetic operations such as addition, subtraction, multiplication, division by nonzero integers and exponentiation are all well defined. In order to ensure the closure property, which guarantees that the result of any arithmetic operation will produce an element within the field (i.e., a positive integer less than $p$), all arithmetic computations are performed by taking the remainder on integer division by $p$. Hence, the result of adding or multiplying any two arbitrary field elements will always be an element in the field. Furthermore, the usual algebraic laws, namely, commutative, associative and distributive laws, hold [1]. For example, let us consider the prime field $\mathbb{GF}(p=23)$. That field has a total of 23 elements corresponding to the integers in the range $[0,22]$. Given the field elements $a=10$ and $b=18$, their field multiplication $d=a \cdot b$ is calculated as, $d = a \cdot b = 10 \cdot 18 \mod 23 = 19$.

Field exponentiation can be defined in terms of field multiplication as follows. Let $a$ be an arbitrary element of a finite field $F=\mathbb{GF}(p)$. Let also $e$ be defined as an arbitrary positive integer. Then, field exponentiation of an element $a$ raised to the power $e$ is defined as the problem of finding an element $b \in F$ such that,

$$b = a^e \mod p$$

where as it has been said, $p$ is a large prime. For example, let us consider once again the prime field $\mathbb{GF}(p=23)$, the field element $a=10$ and the exponent $e=25$. Then, it follows that, $b = 10^{25} \mod 23 = 11$.

Field exponentiation is a major building block of computational number theory, since this operation is utilized for computing many relevant problems such as integer prime testing, integer factorization, field multiplicative inverse computation, etc. Moreover, modular exponentiation is the most important building block in several major public-key cryptographic schemes such as RSA, Diffie-Hellman and the Digital Signature Algorithm (DSA) [2], [1]. For example, the DSA signature scheme generates the public/private key pair of a given user by computing $y = g^x \mod p$, where $g \in [2,\ldots,p-1]$, $x$ is a 160-bit positive number and $p$ is a 512-bit prime number.

In this paper we address the problem of finding the minimum number of multiplications required for computing $b$ in (1). We shall assume that arbitrary choices of the base element $a$ are allowed but we will consider that the exponent $e$ has been previously fixed.

It is worth noticing that taking advantage of the linearity property of the modular operation, (1) can be evaluated by performing a reduction modulo $p$ at each step of the exponentiation thus guaranteeing that all the partial results will not grow larger than twice the length of the modulus $p$. Hence, in the rest of this paper we will consider that every multiplication operation always includes a subsequent reduction step.

The problem of computing powers of the base element $a$, can be directly translated to an addition calculation, which leads to the idea of using addition chain for computing the field exponentiation problem. An addition chain dictates the correct sequence of multiplications required for performing an exponentiation to a fixed exponent $e$. The first and last elements of an addition chain are always 1 and $e$, respectively. Moreover, an addition chain is a monotonically increasing sequence of integers such that any intermediate element can be obtained by adding two previous elements that can or cannot be different. For instance, the six-step addition chain $(1,2,4,6,12,13,25)$ leads to the following scheme for the computation of $10^{25} \mod 23$,
II. PROBLEM STATEMENT

The problem we want to solve is to find the shortest addition chain for a given exponent \( e \), that is, the addition chain with the lowest length \( l \).

An addition chain \( U \) with length \( l \) is defined as a sequence of positive integers \( U = u_1, u_2, \ldots, u_l \), with \( u_1 = 1 \), \( u_2 = 2 \) and \( u_i = e \), and \( u_{i-1} < u_i \) \( < u_{i+1} < u_l \), where each \( u_i \) is obtained by adding two previous elements \( u_i = u_j + u_k \) with \( j, k < i \) for \( i > 2 \). Note that \( j \) and \( k \) are not necessarily different.

III. RELATED WORK

A large number of field exponentiation algorithms have been reported. Known strategies include: binary, \( m \)-ary, adaptive \( m \)-ary, power tree and the factor method, to mention just a few [3], [4], [5], [6], [7], [8], [9], [10], [11], [12], [13], [14], [15]. In the Binary Method, the exponent \( e \) is expanded into its binary representation, then it is scanned from left to right or from right to left by executing a predetermined algorithm. This algorithm computes field squarings and multiplications depending on the binary value of the scanned bits.

This Binary Method can be generalized by scanning more than one bit at a time. Hence, the Window Strategy [4] scans \( k \) bits at a time. It is based on a \( k \)-ary expansion of the exponent, where the bits of \( e \) are divided into \( k \)-bit words. The resulting words are scanned by executing consecutive squarings and multiplications according to a predefined algorithm.

The Adaptive Window Strategy (different versions can be found in [11], [13], [3], [4], [16], [17]) adjusts its method according to the specific form of the given exponent \( e \). It divides the binary input exponent into a series of variable-length zero and nonzero digits, called windows, which are processed. In this way, the algorithm consists of two phases: exponent partitioning and the exponentiation itself. This algorithm is very useful for exponentiations with large exponents (i.e., exponents with bit length greater than 128 bits).

Most of the known methods to find short addition chains are deterministic. However, very recently two probabilistic heuristic approaches were proposed in [18], [19]. In [18], a Genetic Algorithm (GA) where addition chains are directly encoded within a chromosome was presented. One-point crossover, and a repair function were considered in that approach. It was applied to a small set of exponents, obtaining competitive results with respect to those reported by deterministic methods. The second one is an algorithm based in an Artificial Immune System [19], where only feasible addition chains are considered (based on a repair mechanism). This is done by emulating the Clonal Selection Principle where the best individuals are cloned and these clones are also mutated. This algorithm was tested in a large set of exponents, obtaining better results that all the known methods in that time.

IV. THE GENETIC ALGORITHM WITH REPAIR AND LOCAL SEARCH MECHANISMS (REPLS-GA) TO FIND SHORTEST ADDITION CHAINS

The motivation of this work is two-fold:

a. The research regarding heuristic-based approaches to find optimal addition chains in the specialized literature is still scarce
b. The GA-based approach proposed in [18] was not further explored as to get more information about the performance of GAs in this specific problem.

Therefore, we present an improved GA to find the shortest addition chain, given an exponent \( e \).

Based on the previous heuristic-based approaches [18], [19], we noted the following:

a. No repair mechanism in the initial population generation was used in the GA proposed in [18].
b. The mutation operator used in the previous GA [18] can be further used as a local-search-type operator.
c. The repair process used in [19] to generate the initial population and also in the mutation of clones is subject to improvement.
d. The use of other crossover operators has not been explored.

This analysis of the previous heuristic-based approaches led us to propose an improved GA based on three modifications: (1) An improved and more extensively used repair mechanism, (2) a new crossover operator and (3) a local-search-like mutation operator. In this Section we describe
all the elements (solution encoding, fitness function design, population initialization and variation operators used) of our repair-and-local-search-based GA (REPLS-GA) by highlighting those modifications proposed in this approach.

A. Solution Encoding

In our REPLS-GA, we work only with a set of valid addition chains (invalid chains are discarded) unlike the GA proposed in [18]. Each valid chain is an individual in the population. Each individual is represented, as in [18] and [19] by the values from the addition chain directly i.e. there is a direct mapping between the addition chain and the chromosome [18], [19]. In other words, each number from the addition chain corresponds to a gene in the chromosome e.g. for the exponent \( e = 79 \) one possible valid addition chain could be:

\[
1 \rightarrow 2 \rightarrow 4 \rightarrow 6 \rightarrow 12 \rightarrow 24 \rightarrow 48 \rightarrow 50 \rightarrow 62 \rightarrow 68 \rightarrow 74 \rightarrow 78 \rightarrow 79.
\]

This addition chain was obtained by random selection of valid elements and it is not the shortest one for \( e = 79 \). Therefore, its corresponding individual representation would be a chromosome with 13 genes whose alleles correspond to the addition chain values (same order). See Figure 1 with another example, now for \( e = 29 \). Note however that chromosomes might have different lengths.

![Fig. 1. Two individuals in our GA. Lengths may be different.](image)

B. Fitness Function

The fitness value for each individual is calculated, as in previous approaches [18], [19], by the chromosome’s length \( l \) minus one, e.g. for the following individual 1-2-4-6-12-24-48-50-62-68-74-78-79 its corresponding fitness value is equal to \( l = 12 \).

The aim of this fitness function is to favor those individuals with shorter chromosomes in the selection process and to discard those with larger encodings. In this way, regions with even shorter valid chains will be explored. Based on this definition of fitness function, we have a minimization problem.

C. Initial Population

The initial population is created in such a way that the individuals are feasible solutions, i.e., valid addition chains. In fact, our GA only works with feasible (valid) solutions.

In [19], solutions are repaired as indicated in Algorithm 1 and explained as follows:

The first two elements within any valid addition chain \( U \) are the number 1 followed by number 2, that is, \( u_1 = 1 \) and \( u_2 = 2 \). In this way, each next element \( u_i \) (from \( i = 3 \) to \( i = l \) with \( u_l = e \)) is computed sequentially, being \( e \) the exponent we want to reach. Each \( u_i \) step is computed in three different ways: The first one is by applying the double stepping, that is \( u_i = 2u_{i-1} \). The second way consists on adding the two previous elements \( u_i = u_{i-1} + u_{i-2} \), and the third option just adds the last element plus a randomly selected element \( u_i = u_{i-1} + \text{rand}(0, i - 1) \) where \( \text{rand}(A, B) \) returns an integer number into the range \( (A, B) \), generated with a uniform distribution. Note that \( u_{i-1} < u_i \leq e \). Each of these three strategies are selected based on two parameters called \( f \) and \( g \). It is worth noticing that the following situations are avoided because they generate invalid individuals: (1) \( u_i > e \) and (2) \( u_i \leq u_{i-1} \).

In this work, we propose to modify the third option, which in its original version consists on a loop where random values are generated until a valid value is found. Instead, we propose to just generate one random value. If this value is invalid, then, starting from this invalid random value we perform a sequential search down to the first element until the next value is valid. The expected behavior is to keep the algorithm from wasting too much time looking for a valid value generated by random values (especially complicated for large exponents). An example of this modification is presented in Figure 2.

![Fig. 2. Sequential Search (No loop)](image)

Moreover, we propose, as suggested in [19], to use this modified repair method in the generation of the initial population. The pseudocode of this process is depicted in Algorithm 2.

D. Crossover Operator

In this work we extend the one-point crossover used in [18] to a two-point and uniform crossover operators. We tested both operators. Based on several experiments performed (not detailed due to space restrictions) we observed that the two-point crossover performed better with respect to the uniform crossover. Therefore, we focus on detailing two-point crossover in the remaining of the document.

In this operator, the interchanging of genes between the two parents is performed in same manner as in the standard two-point crossover. The applied modifications are
Function 1 \( Fill(U, i, e) \)

\[ \text{Input: } \text{An Incomplete Addition Chain } U = u_1, u_2, ..., u_t = e, \] where \( i \) represents the next position to be filled.

\[ \text{Output: } \text{A feasible addition chain for Exponent } e, \text{ with length } l \]

Set \( m = i - 1 \)

\{"U_m" defines the last element of the addition chain*/

\[ \text{while } U_m \neq e \]

\[ \text{if } \text{flip}(f) \]

\{"Applying Double Stepping(DS)*/

\[ U_m = 2U_{m-1} \]

\[ \text{else if } \text{flip}(g) \]

\{"Selecting two last elements*/

\[ U_m = U_{m-1} + U_{m-2} \]

\[ \text{else } \]

\{"Selecting a random element*/

\[ U_m = U_{m-1} + \text{rnd}(U_0, U_{m-1}) \]

\[ \text{end if} \]

\[ \text{while } U_m > e \]

Look for a new feasible element, starting a sequential search from last random element selected to first element if necessary.

\[ m = m + 1 \]

\[ \text{end while} \]

Function 2 \( InitialPopulation \)

\[ \text{Input: } \text{Exponent } e \]

\[ \text{Output: } \text{A valid addition chain } U = u_1, u_2, ..., u_t = e \text{ with length } l \]

Set \( u_1 = 1 \) and \( u_2 = 2 \)

Assign \( u_3 = \text{rnd}(u_1, u_2) \) where rnd() returns a random integer in the interval

Generate a complete Addition Chain, \( (U, l) = fill(U, 4, e) \)

the following: The values into the parents’ chromosome segments before the first crossover point \( p \) are copied into the corresponding offspring segments.

For the chromosome segments after the first \((p)\) \( \text{and second } (q) \) crossover points, the operator copies the rules (instead of the values) from the parents’ segments into the offspring chromosomes (as illustrated in Figure 3). If it is not possible to apply the aforementioned rules because the result of the addition could be greater than the exponent \( e \) (this of course would create an invalid addition chain), then the fill function is used to complete the chromosome. The last segments of the offspring are copied in the same way of the segments before the first crossover point. A detailed pseudocode of the modified crossover operator used is presented in Algorithm 3.

Figure 3 shows an example that combines two individuals representation for \( e = 29 \). As said, \( C1 \) will copy the values of \( P1 \), starting from first element \( i = 1 \) until \( i = p - 1 \) is reached. For the next element \((i = 4)\), \( C1 \) will consider just the rules from \( P2 \), in this case, \( P2_4 \) is generated by a Double Stepping applied to last element \((2\times P2_3 = 6)\), therefore, \( C1_4 \) will be conceived as \( 2\times C1_3 = 8 \), the same process is adopted to generate next elements of the addition chain, but changing the inheritance rules from \( P2 \) to \( P1 \) when \( q \) is found. Notice that for \( C1_9 \) the exponent is completely reached, obtaining a shorter addition chain than the ones represented by both parents. In this case, the generation process is stopped and a new valid individual is considered. For \( C2 \), the same process takes place (as done with \( C1 \)), but applying \textit{fill} function to repair individual due to invalid state ending \( C2_9 = 26 \), which is not reaching the given exponent. Final representation of \( C2 \), shows that its length is greater than \( P1, P2 \) and even \( C1 \).

**E. Mutation Operator**

The mutation applied in REPLS-GA is a modification of that proposed in [18] with the aim to use it as a local search operator. The main difference is that we propose to generate \( N \) mutant individuals instead of just one [18]. It is implemented as follows: One mutation point is randomly selected in each offspring and the segment before the mutation point is copied \( N \) times. Then, the function \textit{fill} (defined in Algorithm 1) is utilized to complete the \( N \) individuals. Only the best new mutated child will be allowed to survive, replacing the original child.

An example is illustrated in Figure 4 for the exponent \( e = 79 \), where a mutation point (the position with value 28) is selected into the original child \((a)\), then all the steps from 1 to 24 are copied \( N = 4 \) times. The remaining steps are computed by using the function \textit{fill} \((b)\). The best resulting mutated child is the first one, meanwhile the worst is the third one. Only the best child will be allowed to survive by replacing the original one. The pseudocode of the mutation operator is shown in Algorithm 4.

**F. Complete REPLS-GA**

The complete REPLS-GA pseudocode is shown in Algorithm 5. It receives an exponent \( e \) and returns a quasi optimal addition chain.

**V. Experiments**

The experiments to test our REPLS-GA were designed with the aim to: (1) show that its performance is competitive (or even better) with those provided by other heuristic-based approaches and (2) to solve even more complex instances of the problem. In this way, two experiments were performed. The difference between experiments is the value of the exponent used, which determines the complexity of the problem.
Function 3: `crossover(P1, P2)`

**Input:** Parents `P1` and `P2` to be reproduced

**Output:** Two new children, `C1` and `C2`

**if flip(P1) then**

Set a common length `l` for both `Parents` (`P1`, `P2`)

{"Choose first crossover point*}

Set `p = rrd(2,l/2)`

{"Choose second crossover point*}

Set `q = rrd((l/2) + 1, l - 1)`

{"Generate C1 elements by using rules from P1*}

for `k = 1` to `p` do

\[ C_{1k} = P_{1k} \]

end for

{"Generate C1 elements by using rules from P2*}

Set `k = p + 1`

while `k <= q` do

Look for positions that define the rule for actual element, such that `P_{2a} = P_{2a} + P_{2b}`

\[ C_{1k} = C_{1a} + C_{1b} \]

end while

{"Generate C1 elements by using rules from P1*}

Set `k = q + 1`

{"C1 will attempt to have the same length as P1*}

while `k <= (l(P1))` do

Look for positions that define the rule for actual element, such that `P_{1a} = P_{1a} + P_{1b}`

\[ C_{1k} = C_{1a} + C_{1b} \]

end while

{"Generate C2 elements by using rules from P2*}

Set `k = q + 1`

{"C1 will attempt to have the same length as P2*}

while `k <= (l(P2))` do

Look for positions that define the rule for actual element, such that `P_{2a} = P_{2a} + P_{2b}`

\[ C_{2k} = C_{2a} + C_{2b} \]

end while

{"Generate C2 elements by using rules from P1*}

Set `k = q + 1`

{"C1 will attempt to have the same length as P2*}

while `k <= (l(P2))` do

Look for positions that define the rule for actual element, such that `P_{2a} = P_{2a} + P_{2b}`

\[ C_{2k} = C_{2a} + C_{2b} \]

end while

{"C2 will become a copy of P1*}

for `k = 1` to `l(P1)` do

\[ C_{1k} = P_{1k} \]

end for

{"C2 will become a copy of P2*}

for `k = 1` to `l(P2)` do

\[ C_{2k} = P_{2k} \]

end for

end if

Function 4: `mutation(C)`

**Input:** A Child Individual `C = (U, l)`,

**Output:** The Best Mutated Child Version `C_m = (U, l)`

**if flip(P_m) then**

Generate N mutants of the Child Individual

{"Select a common limit to generate next mutation point*}

\[ i = rrd(3, l(C)) \]

for `k = 1` to `N` do

Select a random position `C_{ik}` where `j = rrd(0, i - 1)` is a random element of the actual clone.

Generate a new element for `C_{ik+1}` (mutation point), such that `C_{ik+1} = C_{ik} + C_{kj}`.

Repair addition chain starting from new generated element `C_{ik} = fill(C_{ik}, i + 1, e)`

end for

Choose the best mutation version.

end if

Fig. 4. Mutation Operator with Local Search

Quality (the best solution reached so far) and consistency (better mean, standard, deviation and/or worst values) of the obtained results are considered in the discussion.

All the experiments performed in this work, were obtained by using the following parameter values:

- Population Size (`POPSIZE`) = 200
- Maximum number of generations (`MAXGEN`) = 300
- Two-point crossover (as explained in Section IV-D).
- Local-search mutation (as explained in Section IV-E).
- Crossover Rate (`P_c`) = 0.4%
- Mutation Rate (`P_m`) = 1.0%
- Double Stepping Rate (`U_i = 2U_{i-1}` used in `fill`) (`f`) = 0.7
- Probability of selecting `U_i = U_{i-1} + U_{i-2}` in `fill` function, (`g`) = 0.2
- (N) utilized in mutation operator = 4
- Binary Tournament Selection

In the experiments with the following exponents: `e` = 573, 734, 749, and 764 it was necessary to change the value of `g` = 0.7.

All these parameters values were obtained by a trial-and-
A quasi optimal addition chain $U = u_1, u_2, ..., u_i = e$ obtained for a maximum value $N$ represent the sum of all addition chains obtained for all the exponents $1, 2, ..., N$, as stated in 2.

An accumulated addition chain for a given exponent $e$, represents the sum of all addition chains obtained for each number in the sequence defined by $e$, as stated in 2.

$$AAC(N) = \sum_{i=1}^{N} GA_{Optimal\,Addition\_Chain}(i) \quad (2)$$

The smaller the addition chain for each exponent in the sequence is, the shorter the total accumulated addition chain is. Hence, while obtaining values closer to the optimal ones, the algorithm will be demonstrating its search capability.

A set of accumulated addition chains for all exponents less than: $512, 1000, 2000, 2048$ and $4096$, is presented in order to compare our results with respect to those obtained by the Artificial Immune System presented in [19], and a previous GA presented in [18].

Regarding this first experiment, in Table I, the optimal value and best results obtained by each heuristic are reported, including our REPLS-GA.

In Table II, we present the statistical results obtained by REPLS-GA in 30 independent runs for all exponent sets considered in the first experiment.

The second experiment comprised a family of exponents that are considered relatively hard to optimize [20]. In general, a given exponent is hard or complex to optimize when its shortest addition chain cannot be obtained by traditional deterministic methods, such as the binary method or the adaptive window method, or other non-deterministic heuristics. The main objective of this experiment was to assess the search capability of our REPLS-GA over other deterministic and heuristic-based approaches when dealing with difficult exponents.

For all these exponents, their shortest addition chain have a length equal to 27. In Table III and IV, we show these exponents with the addition chain found by our REPLS-GA.

### A. Discussion of Results

The first experiment provided the following findings: Based on the results presented in Table I, REPLS-GA clearly outperforms both heuristics (GA and AIS), mostly in more complex exponents (columns 5 and 6 in Table I). Our REPLS-GA obtains values very close to the optimal solutions for all the sets of exponents. Notice that, REPLS-GA is close to compute optimal values in most cases, having a percentage error of 0.009% for ($e \in [1, 512]$) and 0.11% for ($e \in [1, 4096]$), minimizing the values reported in [19] by 0.061% and 0.29% for 512 and 4096, respectively.

From the statistical results shown in Table II we observe the following: The worst accumulated addition chains found by REPLS-GA for ($e \in [1, 2000]$), ($e \in [1, 2048]$) and ($e \in [1, 4096]$) (Column 5) are better than the best ones obtained by the AIS [19] for each one of these exponent sets (row 4, columns 3, 4 and 5 in Table I).

The results of the second experiment (“hard” exponents) whose results were presented in Tables III and IV, showed the REPLS-GA is capable of finding all the optimal results on this instances of the problem. No results on these problems were found in [18], [19] as to perform a comparison. It is also important to mention that both compared approaches, AIS [19]and GA [18], obtained better results than any deterministic approaches such as binary and window strategies (see Section III and [18], [19] for details).

### Table I

<table>
<thead>
<tr>
<th>$e \in [1,512]$</th>
<th>$e \in [1,1000]$</th>
<th>$e \in [1,2000]$</th>
<th>$e \in [1,2048]$</th>
<th>$e \in [1,4096]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimal</td>
<td>4924</td>
<td>10808</td>
<td>24063</td>
<td>24731</td>
</tr>
<tr>
<td>GA</td>
<td>4925</td>
<td>10818</td>
<td>24124</td>
<td>24731</td>
</tr>
<tr>
<td>AIS</td>
<td>4924</td>
<td>10818</td>
<td>24124</td>
<td>24731</td>
</tr>
<tr>
<td>REPLS-GA</td>
<td>4924</td>
<td>10809</td>
<td>24076</td>
<td>24748</td>
</tr>
</tbody>
</table>

### Table II

<table>
<thead>
<tr>
<th>Best</th>
<th>Average</th>
<th>Median</th>
<th>Worst</th>
<th>Std. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e \in [1,512]$</td>
<td>4924</td>
<td>4924.03</td>
<td>4924</td>
<td>4925</td>
</tr>
<tr>
<td>$e \in [1,1000]$</td>
<td>10809</td>
<td>10810.88</td>
<td>10811</td>
<td>10815</td>
</tr>
<tr>
<td>$e \in [1,2000]$</td>
<td>24076</td>
<td>24083.29</td>
<td>24084</td>
<td>24091</td>
</tr>
<tr>
<td>$e \in [1,2048]$</td>
<td>24748</td>
<td>24753.02</td>
<td>24753</td>
<td>24761</td>
</tr>
<tr>
<td>$e \in [1,4096]$</td>
<td>54487</td>
<td>54499</td>
<td>54499</td>
<td>54510</td>
</tr>
</tbody>
</table>

### Function 5

**GA\_Optimal\_Addition\_Chain(e)**

Require: POPSIZEx is odd
Input: An exponent $e$
Output: A quasi optimal addition chain $U = u_1, u_2, ..., u_i = e$

{ /*Setting up initial population*/}
for $i = 1$ to POPSIZEx do
Parents, = InitialPopulation($e$)
end for
for $i = 1$ to MAXGEN do
Randomize parents population
$k = 0$
while $k < (POPSIZE - 1)$ do
/*Select a couple of parents $(P_1, P_2)$*/
$P_1 = selection(T)$
$P_2 = selection(T)$
/*Generate two new children $(C_k, C_{k+1})$, by applying crossover operator*/
crossover($P_1, P_2$)
/*Apply the mutation operator to each new created child*/
mutation($C_k$)
mutation($C_{k+1}$)
Set $k = k + 2$
end while
Replace parents population with children population
end for
Report fittest individual
The overall findings suggest that the modified fill function (not used in the previous GA [18] to generate the initial population), and the modified variation operators (two-point crossover and local-search mutation) help to improve the quality of the results obtained.

VI. CONCLUSIONS AND FUTURE WORK

In this paper we present three modifications to a GA-based approach to find the shortest addition chain for a given exponent $c$: (1) A repair mechanism usually adopted in the variation operators (crossover and mutation) was improved and its use was extended to the generation of the initial population, (2) A two-point crossover operator was considered and (3) a local-search-like mutation operator was used to further explore the neighborhood of solutions generated by the crossover operator. REPLS-GA was compared against two state-of-the-art heuristic-based approaches in simple instances of the problem. REPLS-GA outperformed both techniques mostly in large exponent values ($e \in [1, 2000]$), $(e \in [1, 2048])$ and $(e \in [1, 4096])$. Furthermore, REPLS-GA was able to reach the optimal chain length on exponent values where no other heuristic-based approach has reported results in the specialized literature. Our future work includes striving with other evolutionary algorithms and to design some control mechanisms for the parameters used in the fill function. Finally, we will test REPLS-GA with larger exponents (e.g. 128 bits).
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TABLE III
Shortest Addition Chains for a Special Class of Exponents
(\(1 \leq b \leq 2\))

<table>
<thead>
<tr>
<th>Exponent</th>
<th>Addition Chain</th>
<th>Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>323679</td>
<td>1 \to 2 \to 4 \to 5 \to 7 \to 14 \to 28 \to 56</td>
<td>27</td>
</tr>
<tr>
<td>3493799</td>
<td>1 \to 2 \to 3 \to 5 \to 8 \to 13 \to 26</td>
<td>27</td>
</tr>
<tr>
<td>3459835</td>
<td>1 \to 2 \to 3 \to 5 \to 10 \to 20 \to 40</td>
<td>27</td>
</tr>
<tr>
<td>3235007</td>
<td>1 \to 2 \to 4 \to 5 \to 9 \to 18 \to 27</td>
<td>27</td>
</tr>
<tr>
<td>3182555</td>
<td>1 \to 2 \to 4 \to 5 \to 10 \to 15 \to 30</td>
<td>27</td>
</tr>
<tr>
<td>3440623</td>
<td>1 \to 2 \to 3 \to 6 \to 12 \to 24 \to 48</td>
<td>27</td>
</tr>
<tr>
<td>3926651</td>
<td>1 \to 2 \to 4 \to 5 \to 9 \to 18 \to 36</td>
<td>27</td>
</tr>
<tr>
<td>3352927</td>
<td>1 \to 2 \to 3 \to 6 \to 12 \to 24 \to 48</td>
<td>27</td>
</tr>
</tbody>
</table>

TABLE IV
Shortest Addition Chains for a Special Class of Exponents
(\(2 \leq b \leq 3\))

<table>
<thead>
<tr>
<th>Exponent</th>
<th>Addition Chain</th>
<th>Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>3704431</td>
<td>1 \to 2 \to 4 \to 5 \to 9 \to 18 \to 36</td>
<td>27</td>
</tr>
<tr>
<td>3922673</td>
<td>1 \to 2 \to 3 \to 6 \to 12 \to 24 \to 48</td>
<td>27</td>
</tr>
<tr>
<td>3093839</td>
<td>1 \to 2 \to 3 \to 5 \to 10 \to 20 \to 30</td>
<td>27</td>
</tr>
<tr>
<td>3234931</td>
<td>1 \to 2 \to 4 \to 8 \to 16 \to 32 \to 64</td>
<td>27</td>
</tr>
<tr>
<td>3235439</td>
<td>1 \to 2 \to 4 \to 8 \to 16 \to 32 \to 64</td>
<td>27</td>
</tr>
<tr>
<td>3190511</td>
<td>1 \to 2 \to 3 \to 6 \to 12 \to 24 \to 48</td>
<td>27</td>
</tr>
<tr>
<td>3287999</td>
<td>1 \to 2 \to 3 \to 6 \to 12 \to 24 \to 48</td>
<td>27</td>
</tr>
<tr>
<td>3266239</td>
<td>1 \to 2 \to 4 \to 8 \to 16 \to 32 \to 64</td>
<td>27</td>
</tr>
<tr>
<td>3167711</td>
<td>1 \to 2 \to 3 \to 6 \to 12 \to 24 \to 48</td>
<td>27</td>
</tr>
</tbody>
</table>